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Abstract: Artificial Intelligence (Al) represents a transformative cluster of technologies that empower
machines to perform complex tasks traditionally reliant on human cognition. These capabilities include
natural language processing, data interpretation, real-time decision-making, and intelligent automation.
In the context of digital management, Al is rapidly becoming a cornerstone for optimizing operations,
enhancing strategic planning, and reshaping customer engagement. The integration of Al tools enables
automation of repetitive functions, freeing human capital for higher-order tasks while improving
organizational agility and decision-making accuracy. This paper explores the evolution of artificial
intelligence, its societal and economic impact, and its central role in driving digital transformation across
industries. It also addresses key pillars such as strategy, governance, infrastructure, and organizational
culture, offering insight into how Al integration can revolutionize digital business management.
Keywords: intelligence, digital technology, strategy, infrastructure, concept

1. INTRODUCTION TO ARTIFICIAL INTELLIGENCE IN MANAGEMENT

In recent decades, Artificial Intelligence (Al) has evolved from a theoretical pursuit into a practical force
driving innovation in digital management. Al encompasses a set of advanced technologies that empower
machines to mimic human cognitive functions—such as learning, reasoning, and problem-solving—by
leveraging algorithms, machine learning, and large-scale data processing (Bhaskar, 2024; Deiss &
Henneberry, 2020).

In management contexts, Al serves as more than a supportive tool; it acts as a strategic partner in decision-
making, enabling businesses to analyze vast datasets, predict trends, and automate complex tasks with speed
and precision (Van Esch & Stewart Black, 2021). These functionalities are especially critical in an era
defined by data abundance, rapid technological change, and increasing operational complexity.

Contemporary organizations integrate Al to streamline operations, enhance customer interactions, and
personalize services. For instance, companies like Amazon and Netflix use Al to recommend products and
content based on user behavior—demonstrating how Al can generate value through personalization and
data-driven insights (Boone, 2015; Kotler & Keller, 2006). Furthermore, Al-powered tools such as chatbots,
virtual assistants, and predictive maintenance systems are reshaping how work is conducted across both
public and private sectors.

As individuals increasingly engage with Al in daily life—through platforms like Google Assistant, Siri, and
ChatGPT—the demand for Al literacy among managers, policymakers, and professionals grows ever more
urgent (Gibson, 2024). Therefore, understanding Al as both a technological capability and a managerial
asset is essential for navigating the challenges and opportunities of digital transformation.

2. THE STRATEGIC IMPORTANCE OF AI IN THE DIGITAL AGE

Artificial Intelligence has emerged as a pivotal force in reshaping how organizations operate, compete, and
evolve in the digital age. By automating repetitive and time-consuming tasks, Al enables businesses to
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allocate human resources more effectively toward strategic and creative activities (Deiss & Henneberry,
2020). From data entry and customer support to advanced predictive analytics, Al-driven automation leads
to increased efficiency and cost reduction while minimizing human error.

One of the most significant benefits of Al lies in its contribution to productivity growth and economic
expansion. According to research by Accenture, Al has the potential to double annual economic growth
rates by 2035 by transforming labor dynamics and creating symbiotic relationships between humans and
machines. This human-AlI collaboration boosts labor productivity by up to 40%, opening new avenues for
innovation, job creation, and improved public service delivery (Gibson, 2024).

Al is also enabling organizations to adapt rapidly to market fluctuations by providing real-time insights and
adaptive learning mechanisms. These systems can detect patterns, forecast demands, and optimize
processes across industries ranging from manufacturing to finance and healthcare (Van Esch & Stewart
Black, 2021). In digital management, Al’s role is particularly strategic, as it enhances decision-making
quality, supports the personalization of customer experiences, and enables organizations to implement
scalable and responsive solutions.

Moreover, Al plays a vital role in the digital transformation of public services. Government agencies
increasingly deploy Al-powered platforms to improve accountability, streamline administrative processes,
and develop data-informed policies for citizen well-being (Bhaskar, 2024). This reflects a broader trend
where Al is no longer seen merely as a technical innovation but as a driver of systemic change across social,
economic, and organizational domains.

3. HISTORICAL BACKGROUND AND TECHNOLOGICAL EVOLUTION OF Al

While Artificial Intelligence may seem like a hallmark of the 21st century, its conceptual roots extend back
to the mid-20th century. The term artificial intelligence was first introduced in 1956 during a landmark
conference at Dartmouth College in New Hampshire. Spearheaded by pioneers such as John McCarthy,
Marvin Minsky, Nathaniel Rochester, and Claude Shannon, this gathering marked the formal beginning of
Al as a scientific discipline. Their goal was ambitious: to explore ways in which machines could simulate
aspects of human reasoning and problem-solving through logical structures and learning algorithms
(Bhaskar, 2024).

Following its inception, Al progressed through cycles of optimism, investment, and setbacks—often
referred to as "Al winters"—as researchers grappled with the complexity of replicating human intelligence.
A pivotal turning point came in 1997 when IBM’s Deep Blue, a supercomputer capable of evaluating 200
million positions per second, famously defeated reigning world chess champion Garry Kasparov. This
highly publicized victory signaled to the world that machines could outperform humans in specific
cognitive domains, and it revived global interest in artificial intelligence and machine learning (Gibson,
2024).

In the years that followed, Al development accelerated, fueled by increases in computational power, the
proliferation of big data, and advances in algorithm design. The emergence of deep learning and neural
networks in the 2010s marked a new era, where machines began achieving high performance in image
recognition, speech processing, and autonomous decision-making.

Today, Al is no longer an experimental field but a practical toolkit with applications in finance, medicine,
logistics, and education. The journey from theoretical frameworks in the 1950s to modern-day
implementations highlights the dynamic evolution of AlI—from mimicking logic to learning from data and
adapting autonomously. This historical trajectory illustrates not only technological progress but also the
growing philosophical and ethical debates about Al’s place in society.



4. Al ADOPTION ACROSS SECTORS AND ITS SOCIAL IMPACT

The integration of Artificial Intelligence across sectors has become a defining feature of contemporary
digital transformation. From healthcare and finance to education, transportation, and governance, Al
technologies are being leveraged to optimize performance, personalize services, and address long-standing
inefficiencies. This widespread adoption reflects a shift in organizational priorities—from reactive process
management to proactive, predictive decision-making.

In the private sector, corporations are increasingly deploying Al to enhance customer engagement,
automate internal processes, and gain competitive insights. For instance, companies such as Netflix and
Amazon employ machine learning algorithms to analyze user behavior and offer tailored recommendations,
thus boosting customer retention and operational efficiency (Boone, 2015; Van Esch & Stewart Black,
2021). Meanwhile, in manufacturing and logistics, Al is used to forecast supply chain disruptions, reduce
waste, and improve product quality through real-time monitoring systems.

In the public sector, Al applications are transforming how governments deliver services and interact with
citizens. From chatbots in e-government portals to Al-enhanced traffic management systems, municipalities
and national administrations are increasingly turning to intelligent automation to improve transparency,
efficiency, and responsiveness. According to Bhaskar (2024), these implementations are not only
streamlining bureaucracy but also fostering citizen-centered approaches to service delivery.

A study conducted by Accenture underscores the broader economic impact of Al, projecting that by 2035,
artificial intelligence could nearly double economic growth rates in developed economies and increase labor
productivity by up to 40% (Gibson, 2024). These forecasts are based on Al's ability to transform how
organizations produce, deliver, and consume services by embedding intelligence into all operational layers.

Socially, Al also brings ethical considerations. While it holds the potential to enhance well-being—by
improving healthcare diagnostics, expanding educational access, and enabling smart urban planning—it
raises concerns around privacy, surveillance, and algorithmic bias. Therefore, responsible Al governance is
crucial to ensure that the benefits of technological advancement are equitably distributed and aligned with
societal values.

5. DIGITAL TRANSFORMATION AND EMERGING TECHNOLOGIES

Digital transformation (DX) represents a fundamental shift in how organizations operate, deliver value, and
engage with stakeholders by embedding technology into every aspect of business functions. While
technologies such as cloud computing, mobile platforms, and the Internet of Things (IoT) contribute to this
shift, Artificial Intelligence (AI) and Machine Learning (ML) are increasingly recognized as the central
drivers of this evolution (Gibson, 2024).

Organizations across sectors are experiencing a "perfect storm" of technological convergence. Software-as-
a-Service (SaaS) models, robotic process automation (RPA), virtual and augmented reality (VR/AR), and
sensor-driven analytics are enabling businesses to reimagine their operations. However, Al stands out as
the catalyst that turns raw data into actionable intelligence—supporting real-time decision-making, pattern
recognition, and process automation at scale (Bhaskar, 2024).

A report by the International Data Corporation (IDC) found that 53% of global enterprises have already
implemented enterprise-wide digital transformation strategies (Gibson, 2024). These strategies are designed
not only to improve efficiency but also to create new business models and revenue streams through data
monetization and enhanced customer experiences. For example, Al-powered analytics platforms now allow



companies to analyze customer sentiment, detect fraud, and optimize marketing campaigns with
unprecedented precision (Deiss & Henneberry, 2020).

Importantly, digital transformation is not confined to technology alone. It necessitates a cultural and
structural reorientation—rethinking workflows, decision hierarchies, and even leadership approaches. Al
facilitates this transformation by introducing intelligent systems that support agile responses, minimize
manual processes, and promote predictive, rather than reactive, management styles.

The convergence of Al with other emerging technologies signals a paradigm shift in organizational design.
Businesses that successfully integrate Al into their broader digital ecosystems are better positioned to
respond to market dynamics, anticipate customer needs, and sustain long-term innovation.

6. CORE PILLARS OF AI-DRIVEN DIGITAL TRANSFORMATION

As organizations embrace the complexities of digital transformation, four essential pillars emerge as
foundational for successful Al integration: Strategy, Governance, Architecture, and Culture. These
dimensions interact dynamically, shaping how businesses adapt to technological advancements, mitigate
risks, and create value in the digital economy.

6.1 Strategy: Redefining Business Models through Al

Strategy lies at the heart of digital transformation. Unlike traditional models based on static forecasting and
linear planning, Al-powered strategies rely on real-time data, dynamic learning, and adaptive feedback
loops. This shift enables organizations to move from intuition-driven decisions to insights-based operations
(Van Esch & Stewart Black, 2021).

Harvard Business School professors Marco Iansiti and Karim Lakhani emphasize that in a digitally
connected world shaped by Al and machine learning, strategic possibilities expand dramatically.
Organizations such as Amazon exemplify this transformation by embedding Al into their logistics, supply
chains, and recommendation engines—thus improving inventory forecasting, delivery optimization, and
customer satisfaction (Gibson, 2024).

Similarly, Netflix leverages Al and ML algorithms to analyze user behavior—such as watch history, search
activity, and preferences—to generate hyper-personalized content recommendations. These insights also
inform content investment decisions, positioning Netflix as a data-driven entertainment platform rather than
a conventional broadcaster (Boone, 2015).

Strategically, Al empowers firms to automate high-cost processes, discover untapped market segments, and
develop predictive models that drive efficiency and innovation. In this sense, Al not only enhances existing
strategies—it transforms them. Organizations that integrate Al into their strategic core are more agile,
customer-focused, and capable of sustaining a competitive edge in volatile environments.

6.2 Governance: Managing Risk and Ensuring Accountability

As Artificial Intelligence becomes increasingly embedded in business processes, robust governance
frameworks are critical to ensure ethical, legal, and operational integrity. Al governance refers to the
structures, policies, and practices that guide the responsible development, deployment, and oversight of Al
systems. Without clearly defined governance protocols, organizations may inadvertently introduce systemic
risks, including data breaches, algorithmic bias, and reputational damage (Deiss & Henneberry, 2020).

Al systems trained on historical or unbalanced data sets may reflect and reinforce existing societal biases.
For instance, hiring algorithms may favor certain demographic groups due to biased training data, resulting



in discriminatory outcomes. Establishing ethical review boards, implementing fairness audits, and ensuring
diversity in training datasets are among the key governance strategies to mitigate such risks (Bhaskar, 2024).

Moreover, governance frameworks promote accountability by assigning ownership and responsibilities
across departments. This ensures that Al initiatives align with organizational goals, regulatory standards,
and public expectations. Clear reporting mechanisms and transparent decision-making processes are
essential in fostering trust among stakeholders—both internal and external.

Data governance is another critical component. Ensuring data quality, integrity, and security not only
strengthens Al performance but also helps organizations comply with legal requirements such as GDPR or
local data protection laws. Poor data governance can hinder model accuracy, expose organizations to legal
consequences, and undermine customer confidence.

Effective governance, therefore, is not a constraint but a catalyst. It allows businesses to innovate
responsibly, reduce uncertainty, and ensure that AI contributes positively to both organizational
performance and societal outcomes.

6.3 Architecture: Building the Infrastructure for Scalable Al

A successful Al-driven digital transformation relies not only on algorithms and data but also on the
foundational infrastructure that supports them. Digital architecture refers to the interconnected systems,
platforms, and technologies that enable seamless integration of Al into business operations. Without a
scalable, agile, and secure infrastructure, the potential of Al cannot be fully realized (Bhaskar, 2024).

At the core of modern Al infrastructure lies cloud computing. Cloud-based platforms allow organizations
to store, process, and analyze large volumes of data in real time while supporting scalable deployment of
Al models across departments and regions. This flexibility is essential for businesses that seek to integrate
machine learning tools without overhauling their entire IT ecosystem (Deiss & Henneberry, 2020).

Interoperability is another architectural requirement. Al systems must communicate effectively across
departments, databases, and digital tools. A fragmented technology landscape impedes data flow, slows
down insight generation, and limits the strategic impact of Al. Thus, connected systems, shared data
environments, and standardized protocols are key elements of a successful digital infrastructure.

A prime example is General Electric (GE), which restructured its industrial operations using a unified
cloud-based architecture. By connecting sensors on machinery to centralized Al systems, GE enabled real-
time monitoring, predictive maintenance, and optimization of operational efficiency. This architectural
model has become a benchmark in industrial digitalization, showing how data infrastructure can fuel
innovation and cost savings (Gibson, 2024).

Beyond hardware and platforms, architectural considerations also include data pipelines, model
governance, security protocols, and real-time responsiveness. Al needs an environment that supports rapid
learning, continuous updates, and uninterrupted access to high-quality data. In this way, architecture
becomes not just the technical backbone, but a strategic enabler of intelligent transformation.

6.4 Culture: Shaping Mindsets for Digital Transformation

While technology and infrastructure are essential for implementing Al, organizational culture remains the
most human—and often the most challenging—component of digital transformation. A culture that
embraces change, experimentation, and continuous learning is critical for realizing the full benefits of Al.
Conversely, resistance to change, rigid hierarchies, and lack of digital literacy can hinder even the most
advanced technical initiatives (Deiss & Henneberry, 2020).



Digital transformation is not just about digitizing processes—it’s about rethinking how people work,
collaborate, and make decisions. Al can serve as a powerful enabler of cultural change by facilitating real-
time data sharing, breaking down silos, and encouraging evidence-based decision-making across all levels
of the organization (Van Esch & Stewart Black, 2021).

Microsoft offers a compelling example. The company underwent a significant cultural shift under CEO
Satya Nadella, adopting a "growth mindset" that prioritized curiosity, agility, and collaboration. Al played
a central role in this shift by delivering actionable insights across business units, supporting smarter
decisions, and fostering innovation. This transformation reinforced the idea that Al is not just a technical
upgrade—it is a cultural catalyst (Gibson, 2024).

Moreover, leadership plays a pivotal role in setting the tone for change. Executives must champion digital
tools, invest in upskilling employees, and cultivate an environment of psychological safety where
innovation can flourish. Integrating Al into everyday workflows—from project management to customer
relations—requires employees to develop new competencies and trust Al as a collaborative agent rather
than a threat.

Ultimately, a culture that supports Al adoption is adaptive, inclusive, and strategically aligned. It
acknowledges that digital transformation is ongoing and that people, not just platforms, drive sustainable
innovation.

7. CONCLUSION

Artificial Intelligence (Al) is no longer a futuristic concept; it is a present-day catalyst that is redefining
how organizations operate, compete, and evolve. As explored throughout this study, Al has the potential to
enhance productivity, enable data-driven decision-making, automate complex operations, and foster
innovation across both public and private sectors.

However, the successful adoption of Al-driven digital transformation depends not only on the availability
of technology but also on the strategic alignment of four critical pillars: strategy, governance, architecture,
and culture. These dimensions must work in harmony to support innovation while addressing ethical
concerns, infrastructure limitations, and resistance to change.

AD’s strategic importance lies in its capacity to unlock new business models, streamline customer
experiences, and support predictive and adaptive planning. Strong governance structures are required to
mitigate risks such as algorithmic bias and ensure ethical and transparent deployment. Simultaneously,
scalable digital infrastructure and a culture that embraces transformation are vital to sustaining long-term
organizational agility and resilience.

The growing urgency to adopt Al necessitates an investment in both technology and people. Organizations
must reconsider their operating models, leadership practices, and workforce capabilities to thrive in the
evolving digital landscape. Al is not a standalone tool—it is part of a larger ecosystem that demands
multidisciplinary collaboration, continuous learning, and an openness to change.

As we advance further into the digital age, the integration of Al into management is not a question of if, but
how. The challenge now lies in managing this transformation thoughtfully and inclusively—ensuring that
Al becomes a force not only for efficiency but also for ethical, sustainable, and human-centered
progress.
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Abstract: With the Belt and Road Initiative, China is at the forefront of players seeking regional links
and connectivity between Asia and Europe. However, China’s presence in this arena is not exclusive,
and the competition for infrastructure across Eurasia is multifaceted.
India is another Asian giant that has quietly entered the mega-infrastructure projects of this
supercontinent, seeking to revive the dormant plan for a north-south international transport corridor.
The New Spice Road is a metaphor that narrates India’s resurgence and its competition with China for
control of the routes for the movement and transportation of goods and energy.
The aim of this article is to explore India’s main motivations and objectives for the revival of the
North-South International Transport Corridor (New Drug Route) after nearly 15 years of its inception.
The article shows that India’s efforts to rebuild the North-South International Corridor and promote the
New Drug Route are primarily focused on security goals and motivations, including confronting the
changing situation in Jammu and Kashmir in Pakistan’s favor; denying opportunities for China's
geopolitics-geostrategy in the Indian Ocean region; creating a gap between Pakistan and its neighbors,
especially Afghanistan; and geopolitical linkage with its new partners in Central Asia and the South
Caucasus through Iran.
Keywords: New Drug Road, North-South International Transport Corridor, Belt and Road Initiative, Structural
Realism (Neorealism), and Central Asia

INTRODUCTION

China has been experiencing rapid and sustained economic growth since the late 1970s, overtaking Japan
in 2010 to become the world’s second largest economy. China is now a major player in the international
political economy, and it is not far-fetched to expect that it will overtake the United States in the global
economic power rankings in the near future. To this end, China needs to create and maintain economic
dominance in Southeast Asia and expand it to neighboring regions, especially Central Asia, and make every
effort to attract overseas markets. Therefore, the country's efforts in recent years have been focused on
creating and properly utilizing infrastructure and transportation routes to ship goods and receive raw
materials.

China's connection to the Americas, Africa, and Oceania is largely by sea (and to a lesser extent by air).
However, its access to the various regions of Eurasia is more important and diverse, and Beijing is
strengthening its sea routes and ports by creating and strengthening land infrastructure, including roads and
railways, to connect to the far reaches of Asia. (Konings, 2018:2) and Europe (Gleave, 2018:62) have also
attracted significant investment both in the mainland and in many other countries on these two continents;
in particular, Central Asia has become the most important external economic player in the region by
importing large volumes of capital, technology and goods.

Beijing has also been pursuing its global goals in 2013, the Belt and Road Initiative (BRI). One Belt, One
Road (including the Silk Road Economic Belt megaproject, of which Central Asia forms an important part)
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(Tisheyar and Toviserkani, 2017:3). However, China’s presence in Central Asia is not exclusive and the
competition for infrastructure creation across Eurasia has many players. According to the Asian
Development Bank, developing Asian countries need to spend $1.7 trillion annually on infrastructure
between 2016 and 2030 to “sustain their growth momentum, eradicate poverty, and respond to climate
change” (ADB, 2017). Thus, the Belt and Road Initiative is indeed part of a larger 21st-century challenge.
The Great Game of the 19th century is a global game that is taking place across Eurasia, especially Central
Eurasia, including the Central Asian and South Caucasus regions.

Unlike the Great Game of the 19th century, which was based on territorial conquest, the new Great Game
is based on building bridges and involves more players. China is at the forefront of these players with its
New Silk Road initiative, but the move to build infrastructure in Eurasia is merely an attempt to China is
not leading. Creating connectivity in this supercontinent is an international desire pursued by many players,
large and small.

In addition to China, Japan, South Korea, Russia, India, and Turkey also have plans and projects to create
infrastructure to connect their countries to labor, capital, and energy markets in Europe-Asia. Even smaller
international players like Kazakhstan or large sub-regional players like the United States have their own
specific infrastructure programs in the region.

In all these competitive scenarios, the construction of railway lines is clearly more common, and various
infrastructure projects are being rapidly implemented and operated according to nature and needs of the
investor and host countries (Mardell, 2017). Thus, while all eyes are on China’s progress in the Belt and
Road, other countries are also quietly entering into the grand Eurasian infrastructure projects, and the same
They pursue the goal of connecting Asia and Europe.

However, for various reasons, not all of these projects receive the attention of the media or even the
scientific community in terms of their importance or impact and are called silent projects. For example, the
beginning of the movement of the other Asian giant (India) in this direction has been silent compared to the
brightness of China's New Silk Road initiative. India is seeking to join Russia and Short, fast and cost-
effective access to European markets through the practical implementation of the North-South international
transport corridor is pursuing similar goals to Beijing's Belt and Road Initiative (Devonshire-Ellis, 2017).

The North-South International Transport Corridor (NSTC) project agreement was signed in St. Petersburg
in September 2000 between Russia, Iran, and India, 13 years before the announcement of China’s New Silk
Road Initiative (NISRI). (INSTC, 2018) Although this program was not seriously pursued and did not reach
the operational stage until 2018, 10 other countries joined it during this period, and the operational
achievements of this program in the years have recently shown promising signs of its high potential to
accelerate the development of Eurasian infrastructure and trade.

In February 2019, the governments of India and Russia signed a Memorandum of Understanding on
Operational Cooperation to Design a North-South International Transport Corridor via Iran and emphasized
the facilitation and acceleration of its implementation (Chaudhury, 2019). Earlier, in May 2016, The leaders
of India, Iran, and Afghanistan signed a strategic and historic agreement to pave the way for a section of
this corridor, known as the Chabahar Agreement, in Tehran (Roy,2016).

The MoU on the transfer of management of phase one of the Shahid Beheshti Chabahar Port from Tehran
to New Delhi for a period of 18 months was also signed during the visit of the President of the Islamic
Republic of Iran to India in February 2018 and was signed on 7 Implemented in January 2019 (Iran, 17
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December 2018) The North-South Corridor is based on combined transport (sea-land) and is the shortest
transport route compared to the traditional Asia-Europe trade route, which is based on sea transport and
passes through the Strait of Bab-el-Mandeb, the Suez Canal, and the Strait of Gibraltar. This route connects
the Indian Ocean and the Persian Gulf to Europe via Iran and Russia.

Therefore, it is not without reason that Narendra Modi, the Prime Minister of India, has described the
Chabahar Port as India’s golden gateway to Afghanistan and Central Asia and speaks of New Delhi’s serious
determination to exploit the benefits of the North-South International Transport Corridor to connect with
Afghanistan, Central Asia, the South Caucasus, Russia and Europe (PTI, 2018). India is in the process of
implementing the North-South Corridor project step by step. It has attracted regional players.

Delhi, as the main architect of the initiative, also hopes to leverage the increased participation of states in
China’s Belt and Road Initiative to its advantage by seeking more foreign partners. While the New Silk
Road aims to revive the ancient Silk Road and reshape the global economy from east to west, India’s North-
South Corridor project is Building infrastructure and strengthening trade, finance and technology exchanges
is a top-down process.

Like Beijing — but at a lower level — Delhi seeks to capitalize on historical narratives and metaphors to
embellish and facilitate the acceptance of its project by regional societies. Given its extensive capabilities
and advantages in software and information and communication technology, Delhi prefers the metaphor of
the silicon valley to describe the link between India and the Central Asian republics.

The metaphor was first used in September 2018 by Sooraj Prabhu, the Indian Minister of Commerce and
Industry, during a visit to Uzbekistan to invite the country to join the International North-South Transport
Corridor (ET Bureau, 2018).

However, the metaphor is much more connected to technology than to infrastructure and trade routes, and
the search for a historical equivalent for it has also been fruitless. In contrast, the present article uses the
metaphor of the road it proposes a new spice to introduce and promote the international North-South
transport route in the scientific literature. The spice routes refer to a set of maritime and land trade routes
that were established over long periods from ancient times to the 18th century AD with ups and downs
between the East and the West.

The most important spice route, also known as the Cinnamon Route, ran from about 2000 BC along a
maritime route from the Malay Archipelago (in southeast Asia) to the island of Madagascar (in southeast
Africa) and also included India. There is abundant evidence of the Achaemenids' attention to the seas south
of their territory and the use of the ports and trade routes available to them.

In the early period of the Parthian kings' rule (130-140 BC), trade between the East and the West, which
was mostly carried out by land routes, became their monopoly, and they did not allow the Westerners
(Romans and Greeks) to use sea routes to compete with land routes. For a long time, most of the goods that
reached the Persian Gulf from India and via the Oman Sea route were transported by land routes to the
Mediterranean coast and from there to the markets for consumption were in Syria, Palestine, Asia Minor,
and Greece. However, the use of the maritime route of the spice routes that passed through the Red Sea and
the Suez Canal flourished again (Bahrami, 2005: 2-1).

In this context, there is also much evidence of Iranian seafaring in the 5th century AD (Sasanian period)
and their role in the flourishing of the ancient spice trade route. In Iran, after Islam, during the Afsharid
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rule, Iranian trade in spice routes flourished again, and a variety of spice herbs and other goods entered the
Iranian ports of the Persian Gulf from India in significant quantities, of which a significant part undoubtedly
came through the routes of The land of Iran was sent to other lands (Bahrami, 2005: 5-3).

By referring to historical narratives from this hand, the metaphor of the new spice road can be introduced
to highlight the plan of the North-South corridor. Of course, there have also been previous attempts to use
this metaphor to reconstruct the ancient spice sea routes for the development of Africa, symbolizing in
electronic commerce (Turse, 2012), or even the attendance program (Bhana, 2015), but none of them were
sustainable, either due to a lack of economic justification or a lack of connection to the infrastructural and
transport nature of the spice routes, or both.

In contrast, the use of the metaphor of the new spice route for the North-South corridor is in many ways
logical, meaningful, and historically authentic. The New Spice Route is not exclusive to one country and,
like the ancient spice routes, can be used to move goods between the East and the West. The most important
difference and, of course, the superiority of the New Spice Route over its ancient maritime version is that
this route is shorter and traders can travel more efficiently through it, bypassing the territory of Iran.

Today, India has taken the lead in reviving this route, and other Asian countries, especially Malaysia,
Indonesia, Singapore, Thailand, Japan, and Bangladesh, can also participate in it, significantly reducing the
costs and time of access to Europe and North Asia and vice versa.

The new drug route is also considered the shortest access route to Central Asia and the Caucasus for the
southern Persian Gulf countries. With these descriptions, the present article, considering the extraordinary
importance of this project for the comprehensive development of Iran and also the awareness of the power
of narratives and words, has used the metaphor of the path of new spice with the aim of its dissemination
in scientific literature inside and outside the country.

Although the analysis and evaluation of the benefits of this plan for Iran and Afghanistan is beyond the
scope of this article, even with these few references, it can be argued that it has greater benefits for Tehran
compared to China’s New Silk Road. In terms of symbolism, the New Silk Road is considered to be an
ancient version of the same name, with China’s own unique design. However, the ancient spice routes are
not only associated with the name of a specific country, and despite the prominence of the names of China
and India, they refer to several societies.

The initiative of the new spice route can also refer to Iran's historical role in intercontinental trade, due to
the unique and unparalleled geopolitical and geoeconomic location of the port and the territory of Iran
within it. In addition, the combined route of the New Spice Route, using sea routes to the Iranian coast in
the Sea of Oman and the Persian Gulf and then using rail lines and roads to reach Central Asia, the Caucasus,
Asia Minor, Russia and Europe, is shorter and more economical for all South Asian countries and most
Southeast Asian countries than the New Silk Road.

Most importantly, the new spice route is designed to pass through Iranian territory and use Iranian ports,
and no alternative route is conceivable for it. Meanwhile, the New Silk Road could bypass the Caspian Sea
and beyond to connect Central Asia to the South Caucasus and reach Europe, effectively bypassing Iran.
This possibility, although very small and economically unreasonable given Iran's strong relations with its
neighbors and China, cannot be ruled out.
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Iran is considered the safest, shortest, and cheapest route for energy pipelines from the Persian Gulf and
Central Asia to South Asia, Turkey, and large parts of Europe, but in the past few decades, many countries
have been forced to use longer and more expensive alternative routes due to pressure from Washington.
Therefore, wherever such a possibility exists, it must be included in the strategic calculations.

While the geopolitical map of the region has been drawn in such a way that the New Spice Route cannot
but pass through Iranian soil, and New Delhi has also shown its serious determination to implement this
route. In addition, the development of the New Spice Route will not only jeopardize Iran's interests in the
New Silk Road, but will also increase Tehran's bargaining power with New Delhi and Beijing.

As can be seen, many questions have been raised regarding the revival of ancient spice routes and the
creation of a new spice route centered on the Iranian territory and led by India, which are often intertwined
with China's New Silk Road plan. However, the first issue that needs to be addressed is the analysis and
assessment of India's main goal in its efforts to strengthen this route in recent years.

Until this issue is clarified, the discussion about the opportunities and challenges of participating in the
North-South Corridor project compared to the Silk Road Economic Belt, or the possibility of participating
in them simultaneously, will be without tangible and credible achievements for the governments of the
region.

Therefore, despite the importance of the new drug route for Iran and the significant impact it could have on
the development of infrastructure and trade, especially in the southeastern region of the country,
understanding the dynamics and regional and global competitions affecting the creation and strengthening
of this route is a priority.

The reason for this is also the lack of sufficient research literature at the academic level due to the novelty
of the topic under discussion and the rapid developments surrounding it. India is a major critic of China’s
New Silk Road initiative, and the New Spice Route is a competitor and alternative to the New Silk Road.

The nature of this competition is not only economic, and security concerns are an important part of New
Delhi’s motivations for introducing and trying to revive the Spice Route. For India, the dependence of the
region’s weak economies on the Chinese economy is unacceptable; But China’s Silk Road Economic Belt
has far more serious security implications from India’s perspective.

Most of New Delhi’s opposition to the New Silk Road Initiative is related to the China-Pakistan Economic
Corridor. India’s concerns about this part of China’s Silk Road Initiative are multifaceted, and from New
Delhi’s perspective, most of its aspects are considered a serious threat to India’s security, defense, and
strategic interests. As mentioned above, the aim of this article is to explore India’s motivations and primary
objectives for the revival of the North-South International Transport Corridor (New Spice Route) after
almost 15 years of its construction.

The corresponding question is “What is India’s primary motivation and objective for the revival of the
North-South International Transport Corridor and the promotion of the New Spice Route?” In answering
this question, first of all, the statement that “New Spice Route the competitor and alternative to the New
Silk Road is China. It is assumed and, in place of the hypothesis, it is stated that "India's efforts to
reconstruct the international North-South corridor and promote the New Silk Road are primarily focused
on security objectives and motives, including confronting the changing situation in Jammu and Kashmir in
favor of Pakistan; negating China's geopolitical-geostrategic opportunities in the Indian Ocean; Creating a
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gap between Pakistan and its neighbors, especially Afghanistan; and a geopolitical link with its new partners
in Central Asia and the South Caucasus through Iran.

The type of research in this article is descriptive-analytical and the research method is library and
documentary. On this basis, the necessary information was obtained through the study of first-hand sources,
including bilateral or multilateral agreements, announced and implemented policies, interviews and
statements of officials and Reliable news sources and second-hand sources, including books, articles, virtual
space sources, and analyses, were obtained and attempted, using the most reliable and up-to-date statistical
and descriptive information from regional and international research centers. This information was then
categorized and analyzed, mainly using qualitative reasoning and analysis methods, within the framework
of structural realism theory (neo-realism).

Conceptual Framework

India’s security objectives and motivations for promoting the new spice path, as mentioned in the opening
hypothesis of the article, are focused on the concept of relative distribution of power based on the theoretical
approach of structural realism(neorealism).

The most consistent logical and empirical model of international politics for structural realists is a system
based on anarchy, consisting of one-third sovereign states, rational and integrated as units of the system
and, on the other hand, it defines a structure that is determined by the relative distribution of power among
these units (Waltz, 1979:79-88).

On this basis, by limiting the behavior of states, structure is considered the only determining factor in
international politics, and internal factors such as the type of political system, cultural differences, ideas, or
individual actions at great distances have little effect (Mearsheimer, 2006:72). The approach also places
particular emphasis on the fundamental assumption of the realist school that the most important factor in
international politics is power.

In fact, structural realism seeks to explain international relations in terms of structural pressures resulting
from anarchy. However, structural realism is not a unified approach, and neorealists are not unanimous in
their assessment of the amount of power that states require under anarchic conditions. On this basis,
neorealism is often divided into two sub-branches, defensive realism and offensive realism, which are
distinguished from each other by the implications of the anarchic international system for the optimal
behavior of states.

Defensive realists argue that states should strive to acquire the appropriate amount of power necessary for
their success, but in no case should they maximize their relative power with the aim of achieving hegemony.

Defensive realists—such as Kenneth Waltz, the founder of structural realism—believe that self-restraining,
conservative policies are optimal for great powers because overly aggressive behavior pushes others to
form balancing coalitions against their threat, ultimately reducing the security of developing actors (Walt,
2017: 7). Similarly, aggressive realists—including John Mearsheimer—believe that in an anarchic system
where the intentions of states are ambiguous and military capabilities often have both defensive and
offensive capabilities, maximizing aggressive power is the only optimal behavior for great powers to ensure
their survival (Mearsheimer, 2001:30-31). They maximize their influence and wealth (as the basis of
military power) to enjoy greater security in an anarchic system.
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From this perspective, the best way for a state to increase its chances of survival is to become the most
powerful state. Simply put, a state with more power enjoys greater stability and security than a state with
less power. From the perspective of aggressive realists, the structure of the anarchic international system
strongly encourages states to strive to maximize power with the ultimate goal of becoming a global
hegemon (Lobell, 2017:4). Thus, a great power does not strive to maintain its equality with its other
counterparts, but rather strives to be the most powerful “hegemon.” The goal of states is to maximize power,
and therefore They are always competing with each other for more power.

However, for Mersheimer, geography, and especially the power to hold the seas, means that no single state
is capable of achieving global hegemony. The dominant great power can at best become a regional
hegemon, meaning it is the only great power in that part of the world and will probably control other regions
as well.

States that they seek to prevent the expansion of great powers in other regions in order to preserve their
gains. They monitor aspiring or potential hegemons elsewhere because they fear that a rival great power
dominant in their region will become their most powerful enemy (Mearsheimer, 2001:29). A structural
realist approach to understanding the potential shift in the distribution of structural power in favor of China
and India underlies these initiatives, and therefore, in order to formulate the conceptual framework of the
article, there is no need to take a position for or against any of its defensive or offensive sub-branches.

Indeed, since this article focuses on the question of whether the relative position of China and India in the
international structure will change with the initiatives of the New Silk Road and the New Spice Route, it is
sufficient that the conceptual framework of its proponents accepts the basic assumptions of structural
realism regarding the state-centered and anarchic nature of international relations.

However, it will also be necessary to further clarify the concept of power, which is the subject of another
debate among the various approaches of the realist school of international relations. Mearsheimer assumes
power to be equivalent to military capabilities and, given the deterrent power of the seas, considers the
ability of land forces to exert power to be limited.

Economic output is also considered in Mersheimer's model only as a latent indicator of potential military
power and has no independent effect on the acquisition and increase of power. In contrast, Waltz believes
that each of the five factors of population size, area, resources, economic capacity, and political stability
and competence (governance capacities) are, if not equally, then all important components of state power
and cannot be weighed separately (Trembeczki, 2018:14).

Following Trembeczki (2018), the concept of power in this article is derived from a combination of
elements of both Waltz’s defensive realism and Mersheimer’s offensive realism, but at the same time it is
adapted to the requirements of analyzing the impact of the New Silk Road and New Spice Route initiatives
on the relative power status of China and India.

On the one hand, according to Waltz, it is assumed that power actually has several important dimensions,
and it is also assumed that the initiatives of Beijing and New Delhi have no significant impact on the
population size, area, and governance capacity of these two countries, and as a result, these three dimensions
have been deliberately ignored in the analyses.
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Waltz's concept of resources has also been extended to include access to strategic resources located far
away, such as energy or export markets. On the other hand, the concept of power in this article is framed
within the geopolitical constraints on the projection of power that Mearsheimer has addressed.

However, the concept of restraining power has been applied not only to the vast expanses of water, but also
to the high mountain ranges, vast deserts, and dense forests that separate the Indian subcontinent from the
Asian mainland.

Meanings of the Belt and Road Initiative - A Road for India

The concept of the Belt and Road entered the media and then the literature of international relations,
especially since September 2013, during the visit of Xi Jinping, President of the People's Republic of China,
to Kazakhstan and the description of Beijing's ambitious plans to rebuild the ancient Silk Road and connect
the East and West through the Silk Road Economic Belt.

His explanations in this regard focused particularly on the importance of roads, railways, air and sea links,
and the construction of a transport corridor along the ancient trade routes connecting China to Europe via
Central Asia (Tisheyar and Toviserkany, 2017:4). Less than two years later, Jinping also presented the
completed Maritime Silk Road plan during his trip to Indonesia has proposed that the eastern port of China
will connect to Europe via the South Asian route. This sea route in South Asia would cross the Indian
subcontinent, skirting the Bay of Bengal and skirting the eastern coast of Africa before entering the Suez
Canal (Blah, 2018:316). The Belt and Road, which Beijing has used the metaphor of the New Silk Road to
introduce, is a giant leap forward. It aims to connect 65 percent of the world's population and 30 percent of
global GDP, and to date, about 60 countries have signed agreements with Beijing to participate in parts of
this ambitious project. According to estimates by the China Development Bank, by 2017, China will have
about 900 projects worth more than $1 trillion to realize the Silk Road dream. The new one is being
implemented or is in the pipeline since the beginning of the 21st century. (Amin and Naseer, 2017:13)

Beijing has also invited New Delhi to join the Belt and Road Initiative, and China calls India its natural
partner in this project, but views in India have been very cold. Undoubtedly, China's foreign policy,
especially in the way the Belt and Road Initiative has addressed the Indian issue, has been very unsettling
for India. Initially, the BRI was to include Kolkata as one of its main nodes. The famous map of the BRI
published by Xinhua, the official Chinese state news agency, in 2013 also featured the city and port of
Kolkata.

Just as the Maritime Silk Road traversed the Bay of Bengal in a round trip, it did not exclude Kolkata. But
Kolkata was subsequently removed from the list of New Silk Road transit cities, and China’s leaders
neglected the vital task of preserving the face and prestige of their larger neighbor.

It is not clear to what extent this concession has been made to China’s Belt and Road Initiative, but it has
certainly increased New Delhi’s criticism of China’s geopolitical initiatives, including the Belt and Road
Initiative (Macaes, 2019). India’s opposition to China’s New Silk Road Initiative goes far beyond its
displeasure over the removal of Kolkata from the route. China’s Belt and Road Initiative in the Indian Ocean
is the biggest challenge to India’s efforts to dominate the region. Of these, Indian policymakers and
strategists, despite China’s call, are in favor of staying out of the Belt and Road Initiative and are
maintaining their position as a major power in the Indian Ocean region. Delhi is watching China’s growing
interests in the Indian Ocean after the implementation of the Belt and Road Initiative with great caution.
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Some Indian commentators are even concerned about Beijing’s seemingly friendly policies in India’s
backyard (Indian Ocean). And they do not tolerate China’s economic presence in the region (Naseer, and
Amin 2017:14). New Delhi is concerned about its competition with China for access to markets and
resources at the regional and global levels.

Indian leaders also seem to believe that New Delhi has sufficient power to influence the outcomes of the
most important vital issues of the twenty-first century, including Asian stability, providing a model of
political and economic governance to The Republic of Central Asia and the South Caucasus enjoy effective
management of globalization.

Therefore, India is not ready to share its influence with other players in the Indian Ocean as a gateway to
world commodity and energy markets, or to give up the existing capacities in Central Asia and the South
Caucasus to advance its interests and establish links with Russia and Europe.

Delhi's urgency in pursuing this path is intensified when faced with a player like China, which has made a
relentless effort to expand its sphere of influence from South Asia to Central Asia, the South Caucasus, and
even Africa, which means bypassing India or even encircling it.

Thus, India's foreign policy underwent a dramatic transformation after the Cold War, transforming the
country from an active member of the Non-Aligned Movement to an active Asian counterweight to the
emerging China. This issue also became an important issue for the United States and other great powers
after India achieved nuclear status and became a market economy. However, New Delhi’s concern for the
security of the Indian Ocean is intrinsic and India’s protection of this region is not done on behalf of another
state.

India’s ambition to dominate the Indian Ocean region is deep-rooted and all political parties in India,
including the ruling elite and the opposition parties, agree on this foreign policy goal (Naseer, and Amin
2017:13-14).

Therefore, China’s return to the Indian Ocean region, as well as Delhi’s failure to prevent a larger Chinese
presence on India’s borders in the wake of the Belt and Road Initiative, carries a reputational and security
burden for the Indian government.

In addition, Delhi sees efforts to gain influence in Central Asia and the South Caucasus and establish closer
ties with Moscow as vital to breaking the BRI encirclement around India. In the same vein, Beijing has
been developing its port in the Indian Ocean region to ensure the security of its vital supply lines and to
provide the prerequisites for establishing links with Central Asia and the South Caucasus. From a security
and geostrategic perspective, Delhi does not welcome China’s port development in the Indian Ocean region.

Both countries want to increase their security advantages in the Indian Ocean region, but India, unlike
China, is not willing to engage with the other. However, Delhi’s concerns have not prevented Beijing from
expanding its military and security presence in the Indian Ocean region, alongside its economic and trade
presence. The presentation of the Belt and Road Initiative and the port network in the Indian Ocean region
implies both economic and security dimensions.

In contrast, India has sought to use its capabilities in the Indian Ocean to link with Central Asia and the
South Caucasus, thereby establishing a foothold in China’s new sphere of influence. Or rather, one way to
redress the lost balance in the Indian Ocean region in Beijing’s favor is for New Delhi to have a more
prominent presence in China’s new spheres of influence, especially Central Eurasia.
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However, China’s powerful presence in the Indian Ocean region is much stronger and has more decisive
consequences than India’s push for a presence in Central Eurasia. Since the early 21st century, China has
shown a growing interest in its presence in the Indian Ocean region, and the Maritime Silk Road has also
added a new dimension to the Sino-Indian security puzzle after the Tazhai Sea.

Previously, India’s main source of insecurity was a relatively continuous network of naval facilities built
by China in India’s immediate vicinity. Initially dubbed the “String of Pearls” by American analysts, this
network quickly became popular in the Indian media and literature, and later around the world.

Today, some indications also suggest that even if the primary rationale for port development in the Maritime
Silk Road Initiative is trade, Beijing will use this opportunity to try to strengthen the operational capabilities
of its naval power in the String of Pearls (Trembeczki, 2018:38). (China’s Port Expansion on the Indian
Ocean Coast in the String of Pearls, Although to Protect the Beijing’s maritime interests and security are
designed, but they are also attractive to India’s neighbors (besides the coercive factor).

The Belt and Road Initiative — an economic blueprint for India’s neighbors like Pakistan, Myanmar,
Bangladesh, and Sri Lanka to strengthen their cooperation with Beijing in the form of a String of Pearls
project — will further narrow the field for India.

India is also well aware that the participation of the governments of African countries such as Nigeria,
Kenya and Djibouti are being linked to China as nodes of the Maritime Silk Road transport network,
meaning they could become Chinese military bases in the western Indian Ocean region.

Delhi does not see China’s access to the entire Indian Ocean via Pakistan, Myanmar, Bangladesh, Sri Lanka
and African countries in the form of the Maritime Silk Road as merely a sign of Beijing’s intentions to
penetrate deeper into South Asia, Rather, Beijing’s attempt to encircle the Indian Ocean and exert influence
in the Indian Ocean region is seen as a major player to the extent of its acceptance. China, despite its
strategic assertiveness in international relations, especially in its relations with its neighbors, since the late
1970s, is not prepared to compromise on its strategic objectives in the Indian Ocean, even at the cost of
New Delhi’s irritation.

Beijing has attempted to achieve these goals under the guise of economic initiatives such as the Maritime
Silk Road, in order to keep the backlash against it balanced and manageable. Beijing has made it clear that
it will not allow the Indian Ocean to become the Indian Ocean, which suggests that China is only willing
to accept a limited sphere of influence for India in the Indian Ocean region (Chitty, 2018:9).

Of course, China’s strategies to limit Delhi’s influence in the Indian Ocean are less negative and more
positive, which means Beijing’s effort to demonstrate a broader presence in the region compared to India.
Moreover, China’s presence In the Indian Ocean region, it is mostly based on economic and trade coverage;
that is, exactly the same pattern that this country followed to gain influence in Central Asia and the South
Caucasus following the collapse of the Soviet Union.

China does not endorse perceptions of its hegemonic ambitions and even justifies Beijing’s pursuit of
rhetorical power vis-a-vis the United States as a counter-hegemonic rather than pro-hegemonic measure.

China seeks to reassure others of its benevolent and honest actions in international relations. Although these
actions are associated with the concept of hegemony in international relations theories, China views
hegemony negatively and sees it as dependent on hard power instead of soft power. Therefore, China’s
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proposal of the Belt and Road Initiative, including the Maritime Silk Road, was intended to alleviate
regional and international concerns about its intentions.

Yet even Beijing cannot deny that China’s ports in the Indian Ocean will have dual economic and military
uses. Such a development would further complicate India’s security calculations in the region. To further
strengthen its military presence and control in the Indian Ocean, China is quietly setting up a new military
base in Jiwani, Pakistan, located 80 kilometers west of Gwadar Port.

Previously, Beijing had established its first military base on the Silk Road maritime route in Djibouti in
August 2017. The Maldives and Tanzania are also mentioned as other possible candidates for hosting new
Chinese naval bases (Brewster, 2018).

If Beijing’s plan to establish a military base in Jiwani is successful, it will be used as a joint air and naval
facility to support Chinese forces. In the meantime, a group of 16 officers from the People’s Liberation
Army of China (PLA) in A meeting with a number of Pakistani military officers in December 2017 aimed
to pave the way for this cooperation. Chinese military officials say the new base is necessary to prepare and
support Chinese naval and merchant ships in the region (Blah, 2018:319).

However, despite the dual uses of the Maritime Silk Road and its nodes and Beijing’s efforts to justify its
military actions in the guise of economic activities, China’s conduct of such activities in the region,
especially near India’s strategic port, is clearly seen as a threat to Delhi’s security.

China’s Belt and Road Initiative has also posed serious challenges to India’s maritime — and perhaps more
importantly — land security. Ignoring India's concerns, especially its territorial and border disputes with
Pakistan, Beijing has proposed the China-Pakistan Economic Corridor, which passes through Pakistan-
occupied Kashmir.

The China-Pakistan Corridor is the most important sub-route of the Silk Road Economic Belt, which, while
boosting Pakistan's economy, could transform Gwadar Port into a trade hub between Africa, West Asia, and
South Asia, and fundamentally change the game between India and Pakistan.

The stated goal of the China-Pakistan Economic Corridor is to ensure the prosperity of production and
economic growth in Pakistan through links to other regions, including Afghanistan and Central Asia, while
also seeking to improve and strengthen communications and the presence of the Chinese People's Liberation
Army in the region.

Therefore, Delhi is strongly opposed to this plan, but Chinese and Pakistani officials say that the presence
of Chinese forces is necessary to provide security cover for the mega-projects of the New Silk Road and
Chinese workers in Pakistan, given the unstable security situation in the region (Blah, 2018:319). Beijing
is said to have deployed around 30,000 military personnel to protect its economic interests in occupied
Kashmir. Pakistan will settle down (PTI, July 12, 2018) This comes at a time when any increase in foreign
forces along India’s borders is seen as a serious and immediate threat to Delhi’s security.

The $46 billion China-Pakistan Corridor project was launched in April 2015 (Houreld, 2015). A look at its
performance over the past four years shows that the project has great potential to bring about change in The
geopolitical discourse of the region is tense.

This corridor connects the maritime and land sections of the Belt and Road Initiative, connecting northwest
China (Kashgar) to Pakistan’s ports on the Gulf of Oman (Gwadar and Karachi) via road and rail routes,
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providing China with the shortest and fastest access to the Gulf of Oman, the Persian Gulf, and the Indian
Ocean region (Figure 1).

Figure 1: China-Pakistan Economic Corridor
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The China-Pakistan Economic Corridor will significantly expand the existing land connectivity between
China and Pakistan.

Therefore, it is likely that this plan will seriously threaten India by upsetting the military balance in Jammu
and Kashmir (a disputed territory between India and Pakistan and also to some extent China) to the
detriment of Delhi.

Hence, Delhi’s initial opposition to the Belt and Road Initiative has focused on this plan. This corridor poses
a threat to India from three perspectives: (a) territorial sovereignty, (b) security, and (c) deepening the
China-Pakistan strategic partnership.

All these issues are also acutely felt in Kashmir, where the borders of China, India, and Pakistan intersect.
China has always tried to maintain neutrality on the Kashmir issue while using the existing capacities in
both India and Pakistan to expand its links with regional and sub-regional markets.

To the extent that Beijing has proposed its Myanmar-India-China-Bangladesh Economic Corridor before
The Belt and Road Initiative had proposed a path. However, India’s concerns have made it very difficult to
imagine New Delhi linking its regional infrastructure initiatives to the China-Pakistan Economic Corridor.
India’s opposition to the China-Pakistan Corridor stems primarily from concerns about maintaining the
country’s sovereignty and territorial integrity, particularly in Kashmir.
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The available evidence, however, suggests that these concerns have not only not abated or diminished, but
have also reached a dangerously high level with the military conflict between India and Pakistan over
Kashmir in early 2019.

The intensity of the conflict in Kashmir, due to its connection with the issues of identity and status of the
claimant states, makes it very difficult to resolve this dispute in the near and medium term. New Delhi
considers any change in the situation in Kashmir to be to its detriment because it is in conflict with the other
two states with interests in this region, namely Pakistan and China. The China-Pakistan Economic Corridor
could, in itself, increase powerful China's support for Pakistan, and at the same time, given the connectivity
nature of this corridor, the possibility of internationalizing the Kashmir issue is not far-fetched.

Moreover, given Kashmir's proximity to Central Asia, New Delhi is seriously concerned about the spread
of extremist and separatist tendencies to the region through the China-Pakistan corridor. Therefore, Delhi's
opposition to the Belt and Road Initiative is primarily due to concerns about disrupting the geopolitical
balance to India's detriment, and concerns about Pakistan's progress and its economic benefits for Islamabad
are of secondary importance. In fact, if we remove the Kashmir issue from the equations of the three
countries of India, Pakistan, and China, there is no longer any reason for New Delhi to oppose China-
Pakistan trade and economic cooperation, and one can even speak of the possibility of joint cooperation
between these three countries, at least in the fields of trade, economy, and energy.

In this case, the playing field will also be much wider, and the possibility of a joint presence of China, India,
and Pakistan in Afghanistan and Central Asia will be provided. However, the importance of the Kashmir
issue for these three countries is so great that it makes their interaction in neighboring regions very difficult.

China’s apparent disregard for territorial sovereignty in India’s neighborhood is considered a major
challenge to greater cooperation between China and India in the field of communication and infrastructure
development. This long-standing concern dates back to the late 1970s, when India objected to the
construction of the Karakoram Highway (which would connect China’s western territories with Pakistan)
through Pakistan-occupied Kashmir (Aneja, and Haidar 2018). China’s recent initiatives, including the New
Silk Road, have forced New Delhi to reiterate these concerns. There is a widespread misconception that the
dispute The region over Kashmir is shared by only two parties (India and Pakistan), while China has always
been a major party to this dispute (Baruah, 2018:15-16).

The then Indian Defense Minister had reminded them in 2012 that “the Indian territory under Chinese
occupation in Jammu and Kashmir since 1962 is about 38,000 square kilometers. Furthermore, under what
the 1963 Sino-Pakistani Boundary Agreement Pakistan has illegally ceded 5,180 square kilometers of
Indian territory (Pakistan-occupied Kashmir) to China, it reads (IE, September 3, 2012). In fact, India’s fear
of a Chinese military presence in the disputed region of Kashmir, even in the economic and trade sphere,
far outweighs New Delhi’s concerns about Pakistan-occupied Kashmir.

India’s biggest concern about the China-Pakistan Corridor is the continued presence of the Chinese military
in the Jammu and Kashmir region, which has serious security implications for Delhi and is a major obstacle
to India’s expansion into Central Asia and the South Caucasus. Beijing and Delhi went to war in 1962 over
a border dispute in the Himalayas in northern and eastern India.

Today, if China were to have a more permanent military presence on India’s northwest border via Pakistan,
this would affect Delhi’s security and defense priorities. In this case, there would be no room left for New
Delhi to formulate and implement its plans for expansion into Central Asia and the South Caucasus. India
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is already engaged in regular border clashes with Chinese forces along its eastern border in Arunachal
Pradesh.

In addition, the 2017 standoff between Indian and Chinese soldiers on the Doklam plateau along the
Himalayan border severely strained Sino-Indian relations. There have also been sporadic reports of Chinese
military presence on the Pakistani side of the Line of Control (the unofficial border between the Indian and
Pakistani parts of Kashmir) (Baruah, 2018:16).

However, Beijing claims that the China-Pakistan Economic Corridor does not reflect its position on the
Jammu and Kashmir issue. Beijing has repeatedly stated that the corridor is merely an economic project
that has no bearing on the Kashmir issue. It will not target a third party in the region. It claims to view the
Kashmir issue from a historical perspective and that India and Pakistan should jointly find a meaningful
solution to it.

The Chinese, meanwhile, have defended the Belt and Road Initiative proposal, describing it as a major
investment based on the principle of broad consultation, mutual benefit and mutual benefit cooperation.

According to Chinese officials say the Belt and Road Initiative is designed to promote regional peace and
prosperity, not to promote conflict between neighboring countries. Beijing claims to have always entered
into regional and global interactions with an open and inclusive attitude, seeking more participation,
increased development and prosperity in the region and elsewhere in the world.

In particular, China claims that it has always welcomed India's participation in the China-Pakistan
Economic Corridor. Beijing has also dismissed India's objection to the megaproject, citing the broad
international support of more than 100 participating countries and organizations.

Moreover, China’s position on this grand initiative has been strengthened, especially after the adoption of
a UN Security Council resolution approving China’s infrastructure investment plans, including the Silk
Road Economic Belt and the Maritime Silk Road. The Security Council has welcomed such Chinese

initiatives that seek to strengthen regional economic cooperation, connectivity, trade and transport by land
and sea (Blah, 2018:320-321).

This comes as Delhi is clearly witnessing a change in the situation in Kashmir following the presentation
of the China-Pakistan Economic Corridor as the most important part of the Silk Road Economic Belt
Initiative.

This is a symbolic project of the deepening strategic partnership between China and Pakistan is seen as a
threat to Delhi’s interests, security, and prestige. This threat becomes even more apparent when we consider
the China-Pakistan Corridor project alongside Beijing-Islamabad’s cooperation in the form of the Maritime
Silk Road and China’s port facilities on the Pakistani coast.

The project has shortened Beijing’s access to India’s eastern and southern coasts. and accelerates China’s
military presence in these regions. Both the New Silk Road land and maritime initiatives could collectively
challenge India’s growing interests in South Asia, the Indian Ocean region, and the Persian Gulf, and
weaken its role as a regional maritime power.

On the other hand, China's New Silk Road, and especially the China-Pakistan Corridor, has so preoccupied
New Delhi that it prevents India from focusing on expanding its sphere of influence towards the valuable
regions of Central Asia and the South Caucasus. With all this, Delhi has tried to disrupt this game by
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presenting alternative initiatives and restore the regional balance by planning to link Southwest Asia to
Central Asia, the South Caucasus, and Russia, and continue it to Northern Europe.

New Spice Road, Game-Changing Initiative

The adage that “when the dragon sneezes, the world catches a cold” found a whole new meaning with the
loud announcement of the Belt and Road Initiative by Xi Jinping during his visit to Kazakhstan in 2013.

This initiative is seen as a "silk-like gauntlet to China's iron fist" given its increasingly aggressive posture
in the South China Sea, the Indian Ocean region, and Central Asia. China’s Belt and Road Initiative has
sparked understandable concern among the world’s major powers, but this fear is alarming for Delhi as the
flames of the dragon’s fire engulf the country’s backyard (Pandya, 2017).

However, Delhi is not discouraged as India is now an important part of the multipolar Asian architecture.
Transit and Ready Scenarios in Asia from India’s Perspective, as At first glance, it does not seem hopeless.
Delhi has brought together a number of stable partners in West Asia, Central Asia and the South Caucasus,
whose cooperation with each other has the potential to transform the region’s economic and geopolitical
landscape to India’s advantage and ensure collective benefits. Even before the effort to revive the North-
South Corridor, Delhi was also at the center of some regional transport projects such as The 2002 India-
Iran-Afghanistan Agreement for Joint Transport Capacity Enhancement through the Mumbai-Chabahar
Port Link and the Memorandum of Understanding for the Construction and Use of the Milk-Zaranj-Dalaram
Corridor were drafted with the aim of facilitating trade and movement of goods to Afghanistan and the
Central Asian republics.

But India's most important and largest transportation project is the international North-South Corridor,
known as the New Delhi-Mumbai Expressway, and the above projects are actually its branches. The North-
South Corridor is a combined sea-rail-road transport route that was established on September 12, 2000 by
its three founding members, the Islamic Republic of Iran, the Republic of India, and the Russian Federation,
and became operational on May 16, 2002. This corridor was the result of strengthening relations between
India and Iran on the one hand, and between Iran and Russia on the other.

Within four years, 10 other states (Turkey, Azerbaijan, Kazakhstan, Armenia, Belarus, Tajikistan,
Kyrgyzstan, Oman, Ukraine, and Syria) also joined this agreement, and Bulgaria remains its only observer
member (2018:124) (Sarma, 124; 2018: Khattak). The main objectives of the North-South International
Transport Corridor Agreement are also as follows. (2019:2 :Gogna)

1. Increasing the effectiveness of transport links for the organization of transport and passengers along the
North-South International Transport Corridor.

2. Promoting the access of the Contracting Parties to international markets by rail, road, sea, river and air
transport.

3. Cooperation in Increasing the volume of international passenger and cargo transport.
4. Ensuring travel security, cargo safety and environmental protection based on international standards;

5. Coordinating transport policies and legislation in the field of transport with the aim of implementing this
Agreement.
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6. Establishing equal and non-discriminatory conditions for providers of all types of transport services for
all parties in the transport of passengers and cargo in Framework for the North-South Transport Corridor.

Despite the attractiveness of the North-South Corridor and the novelty and interest of the members in its
implementation, this project progressed slowly and with difficulty in the first decade after its formalization
due to serious doubts and hesitations of its founders due to the sanctions of the United Nations Security
Council against Iran and the sanctions of the European Union against Russia, as well as uncertainties about
its durability. The most significant effort to sustain and promote the project came from New Delhi, which,
driven by India’s need to access regional and global commodity and energy markets, has attempted to keep
it alive by offering some smaller initiatives. The North-South Corridor received its first impetus in 2003
with the Delhi Declaration.

In this joint statement, both India and Iran reaffirmed their commitment to “expand all potential capacities
of the North-South Agreement, its infrastructure, customs coordination and related approvals, expert studies
and regular evaluations to help its growth.” The two sides also emphasized the implementation of the
objectives of the 2002 India-Iran-Afghanistan Trilateral Agreement (Gogna, 2019:2-3).

Furthermore, with the accession of the Republic of Azerbaijan to the North-South Corridor Agreement in
2005 (Mammadova, 2018), efforts to continue this project continued and its operational area expanded to
the South Caucasus. The conclusion of the Ashgabat Agreement on 25 April 2011 between Iran, Oman,
Qatar, Turkmenistan and Uzbekistan, which became a member in April 2016, also had a direct impact on
the development of the New Drug Road Initiative, while also connecting the Central Asian republics to the
warm waters of the Persian Gulf and the Indian Ocean.

One of the main objectives of this agreement was to coordinate the member states with other corridors
located in the Eurasian region, with a special emphasis on the North-South Transport Corridor, which, by
joining a larger number of parties, The North-South Corridor Agreement, was strengthened by the latest
agreement. Qatar left the Ashgabat Agreement in 2013 and was replaced by Kazakhstan in 2015, Pakistan
in November 2016, and finally India in February 2018 (AMTOI, 2018:8).

The North-South Corridor or New Spice Route is actually a multi-modal transport network that connects
the Indian Ocean and the Persian Gulf to the Caspian Sea, then to Russia and finally to northern Europe.
The route starts in the Indian port of Mumbai and ends in St. Petersburg, Russia, a distance of 7,200
kilometers (4,478 miles). Two successful test runs1 have already been conducted along the new route.

The results show that compared to the traditional route from India to Russia via the Suez Canal, the cost of
transporting goods along the new route could be reduced by the rate of $2,500 per 15 tons of cargo was
reduced, and the travel time was reduced from 40-60 days to 25-30 days (Menezes, and Sarma 2018).

The traditional route introduced here is consistent with the ancient maritime route of the Spice Route, which
used the Red Sea and the Suez Canal to connect the Middle East and the West. Thus, the new Spice Route
has lower costs compared to its ancient maritime counterpart (the traditional route for Middle East-West
trade today). It reduces transportation by 30 percent and travel time by 40 percent.

For example, the distance between Mumbai and Moscow on the traditional route is 16,112 kilometers (8,700
nautical miles), which takes 32-37 days to travel. While this distance is reduced to 7,047 kilometers (4,074
nautical miles) by sea and 3,000 kilometers (2,200 nautical miles) by land via the new route, and takes only
19 days. It takes a long time. For the return trip between Delhi and Helsinki, while the traditional sea route

27



is 16,129 km long and takes 45 days, the combined route of the new drug route with a length of 9,389 km
takes only 21 days. (Sarma and Menezes, 2018)

Figure 2. shows the difference in these two routes. Figure 3 also shows the main and secondary

communication routes of the New Spice Route that enter Central Asia, the South Caucasus and Asia
Minor.

RUSSIA

INDIA
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NSTCRoute ~ wem

Source: Achmadi et al., 2017:153.

Many governments have contributed to the implementation of the NMDC, especially those located along
the route. However, India, as the main investor in the project, has the largest share in financing it.

India has taken the lead in conducting a study on the ground situation of the NMDC and in coordinating
among the interested governments. The Federation of Indian Transport Associations conducted the first trial
run of the Mumbai-Bandar Abbas (Iran)-Baku (Azerbaijan) and Mumbai-Bandar Abbas-Amirabad (Iran)-
Astarakhan (Russia) routes via the Caspian Sea in August 2014.

This study provides detailed information on issues related to transport operators, infrastructure,
documentation and banking and insurance at the stages of various types of goods movement were collected.

The Government of India, in collaboration with this federation, has also organized several annual
conferences of stakeholders of the North-South International Transport Corridor to share information on
the progress of this project with the participation of government officials, business representatives and trade
associations with a view to receiving their experiences and recommendations in the field of effective

implementation of issues related to Trade and transportation have been established along this route (Gogna,
2019:3).
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Figure 3: Main and secondary transportation routes of the new Spice Road.
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The latest step towards realizing the dream of a new spice route was taken in Tehran on May 23, 2016, with
the signing of the Chabahar Agreement between the heads of the three countries of India, Iran, and
Afghanistan (Iran, June 20, 2016). Chabahar Port, as Iran's first deep-water port, is at the center of India's
transport and trade interests, and New Delhi is looking to use it to access Afghanistan, Central Asia, the
Caucasus, and the Middle East. South, Russia and Europe. In fact, Chabahar port plays the same role in
India’s eyes as Pakistan’s Gwadar port does for China.

At the signing ceremony of the Chabahar agreement, which was broadcast live on the Times of India
television network, Narendra Modi, while emphasizing the importance of this port, announced that his
country would spend $500 million on the development of Chabahar port and New Delhi is determined It is
possible that the implementation grounds of this agreement will be provided in the shortest possible time.

Hassan Rouhani, President of the Islamic Republic of Iran, also said during the ceremony that "Today's
document is not only an economic document, but also a political document and a regional document, and
the message of this document is that the countries of the region should take advantage of regional
opportunities for the development and strengthening of the entire region” (ibid.).

Implementation document of the agreement Chabahar was signed on November 22, 2018, and the
Memorandum of Understanding on its operational strategies was signed on December 24, 2018, in Tehran
by the authorities of the three countries: India, Iran, and Afghanistan. (Iran, December 3, 2018; Iran, 1 Aban
(1397)

This cooperation entered a new phase on January 7, 2019, with India assuming responsibility for the
implementation and execution of economic and trade operations and activities related to Chabahar Port in
accordance with the Memorandum of Understanding of December 24, 2018.

In this context, the Indian government announced in a statement that "the physical handover of the goods
trading equipment at this terminal as well as the administrative building will be completed by December
29,2018."
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India's economic activities in this port also began with the docking of a ship under the Cypriot flag with
72,456 million tons of corn on December 30, 2018" (ISNA, 18 December 2018). India's taking over the
economic and trade activities of Chabahar Port is the first presence of this country in managing port
operations outside its territory.

The strategic Chabahar Port is the most important node along the The New Spice is, and since this initiative
is considered a competitor and alternative to India's New Silk Road, the Chabahar Port is also seen by this
country as a competitor and alternative to Pakistan's Gwadar Port.

Although Tehran and possibly other partners of the New Spice Road initiative do not accept this dichotomy
and do not use the competitive literature to describe the North-South international transport corridor, The
South insists, but cannot expect such things from New Delhi.

As Hassan Rouhani said during the signing of the Chabahar agreement, Tehran wants other countries to
join this agreement and strengthen the new path of spice. Pakistan is also a party to the Ashgabat Agreement,
one of the objectives of which is to strengthen the New Drug Road Initiative (NDR).

Although India welcomes the idea of comprehensive cooperation between states on the NDR, it is more
likely to want them to be separate from China’s New Silk Road Initiative or to have a more prominent
presence in the NDR compared to its Chinese rival.

For example, Minister During a visit to Uzbekistan in September 2018 to invite Central Asian republics to
join the North-South Corridor agreement, the Indian Commerce and Industry Bureau had said that
“Uzbekistan was one of the countries on the ancient Silk Road that connected the Far East to Europe and
we are now keen to turn this country into a part of the Silicon Corridor” (ET Bureau, 2018). Although these
statements or similar statements by Indian officials do not explicitly indicate the withdrawal of states from
the New Silk Road and their joining the New Spice Road, the content of their words reflects New Delhi's
competitive interpretation of the New Silk Road-New Spice Road duality. New Delhi has also taken
advantage of the absence of the South Caucasian republics on the main route of the Silk Road Economic
Belt, and the New Spice Road has been designed in such a way that the city Baku is one of its main hubs.

The main goal of implementing the New Pharmaceutical Road initiative is to move goods at lower costs
and in less time than the traditional route. From this perspective, unlike many other transport corridors
where policy has been the main driver, the main driver of this initiative is economic. This analysis was
largely acceptable before the introduction of the Belt and Road Initiative and the opening of the China-
Pakistan Economic Corridor in 2015, but since then the political-security weight of the new corridor near
New Delhi has become more prominent. To the extent that the operationalization of the North-South
Corridor after about 15 years of inactivity can be attributed to India's political motivations to compensate
for its backwardness compared to China and Pakistan's high share of regional transport, which affects the
geopolitical balance between India and Pakistan.

One of the benefits of using the metaphor of a new drug route for the North-South Corridor, in addition to
efforts to brand the corridor regionally and globally, is the emphasis on India’s competitive incentives,
which illuminates the boundary between the corridor’s stagnation and momentum (pre- and post-2016). In
examining India’s competitive motivations for developing the North-South Corridor, one cannot draw a
precise line between political, security, economic, or even cultural motivations.
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In today’s world of international politics, there is a complex interdependence not only between players but
also between thematic areas, and the impact of any thematic area on other thematic areas cannot be ignored.
For example, a rival player’s rapid economic progress can easily and quickly lead to a leap in military
technology, upending the existing distribution of power.

India’s competition to replace the New Spice Products Initiative with the New Silk Road Initiative, although
at first glance it is focused on the economic and trade sphere, New Delhi’s objectives for this competition
are located in the sphere of strategic analysis.

There are no significant political tensions between the countries along the New Spice Route. Relations
between the members of the North-South Corridor have also been peaceful and non-confrontational over
the past decades.

Therefore, the interested parties can engage in strategic partnerships and long-term planning with peace of
mind, as borders along the New Spice Route are not closed. India expects to take advantage of this
advantage (or prerequisite) to realize its efforts to gain a greater share of markets, especially in the energy
and transport sectors, in Central Eurasia.

The country has strong incentives to follow this path, above all the establishment of the New Silk Road to
the Kashmir region and its connection to the Indian Ocean region.

CONCLUSION

Asia has become one of the most important factors in the construction of the global economy and is a region
that is being pulled in several directions, especially by two powerful, vast, and populous driving forces:
China and India. Therefore, “competition” and “substitutability” are two key concepts for understanding
the Asian political ecosystem and analyzing the interactions between the players in this region.

While China has been quietly building the New Silk Road since the early 2000s, another multinational
international initiative called the New Spice Route has been launched with much less enthusiasm, led by
India and centered on the territory of Iran.

Like the New Silk Road, the New Spice Products Road Initiative also seeks to increase trade volume, reduce
barriers, and strengthen the economic power of participants. If successfully implemented, India could assert
its position as a global maritime and trade superpower and witness the transformation of its previously
underdeveloped ports into regional and global trade hubs. India's expansion into Central Asia and the South
Caucasus, which are also China's new sphere of influence, has the potential to tip the balance in New Delhi's
favor.

This project could also have many benefits for the landlocked interested states, as it would provide access
for the republics of Central Asia, the South Caucasus, and Afghanistan to the thriving shipping lanes of the
Persian Gulf, the Sea of Oman, and the Indian Ocean and beyond.

The two grand schemes of the New Silk Road and the New Spice Route can be analyzed from various
perspectives. This article emphasizes the competitive aspect of the issue and examines the impact of the
two powers, China and India, on their regional and global positions.

The relations between these two Asian giants in modern history have always been complex and
multifaceted, shaped by economic interdependence as well as deep distrust and power rivalry. It is here that,
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given the article's reference to the power competition between two major players, one can analyze one's
theoretical approach in the form of a relatively limited structural perspective called structural realism.

A look at the strategic concepts and perceptions of the New Silk Road and the New Spice Road for China
and India, and its combination with the basic components of structural realism (relative power, anarchy,
self-centeredness), will shed light on the concerns of New Delhi and Beijing.

India is concerned that by strengthening China’s trade ties through the Belt and Road Initiative, Beijing
could gain control over its foreign policy choices. Influence the countries of the region and align them
around its axis with economic tools.

In this regard, the Gwadar port is seen by India as a potential base for Chinese naval power in the Indian
Ocean, adding to this country's concerns. Also, the China-Pakistan Economic Corridor, which passes
through some parts of Kashmir claimed by India, may be a concern for New Delhi to destabilize the
Kashmir dispute while also internationalizing it by opening up the path for China and other interested states
to take.

The infrastructure development programs and maritime projects associated with the Belt and Road Initiative
provide Beijing with a valuable opportunity to deploy additional forces and sufficient offensive and
defensive hardware in the geographical spaces adjacent to India, which it can deploy in the A possible
military confrontation between China and India or India and Pakistan would severely upset the balance to
the detriment of New Delhi. The China-Pakistan Economic Corridor would lead to the deployment of more
Chinese forces in the regions adjacent to India, especially Kashmir, which is considered a serious threat by
New Delhi.

Islamabad, which is also considered a long-term strategic ally for China vis-a-vis India, is a key player in
both parts of the Belt and Road Initiative (the Silk Road Economic Belt and the Maritime Silk Road) and a
major player in the growing India. The least likely consequence of Pakistan’s full involvement in the Belt
and Road Initiative for New Delhi is China’s growing maritime presence in the Indian Ocean.

The Belt and Road Initiatives are therefore The New Silk Road and the New Spice Route play a crucial role
in the balance of power between China and India. Therefore, Beijing and Delhi are not acting in the Asian
infrastructure game based on completely clear objectives based on purely commercial and economic
interests but rather have embarked on a more ambiguous game to change the distribution of regional and
global power in their favor or to prevent it from collapsing to their detriment.

Consequently, in response to this question, the article asks: "What is India's primary motivation and goal
for reconstructing the North-South International Corridor and promoting the new pharmaceutical route?"
We can refer to the same hypothesis at the beginning of the article and say that India's efforts to reconstruct
the North-South International Corridor and promote the new pharmaceutical route are primarily focused on
security goals and motivations, including confronting the changing situation in Jammu and Kashmir in
favor of Pakistan; The negative side of China's geopolitical-geostrategic opportunities in the Indian Ocean
region is creating a gap between Pakistan and its neighbors, especially Afghanistan, and its geopolitical
alliance with its new partners in Central Asia and the South Caucasus through Iran.
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Abstract: Model uncertainty—often termed epistemic uncertainty—is a critical factor in the reliability
of Al systems, especially in safety-critical domains such as healthcare, autonomous vehicles, and legal
decision-making. This study examines methods to identify and quantify model uncertainty by combining
a systematic literature survey with empirical modeling. We evaluate approaches including Bayesian
neural networks (via variational inference), Monte Carlo Dropout, and deep ensembles on benchmark
tasks (e.g., CIFAR-10 image recognition and MIMIC-III ICU mortality prediction). We measure
performance using metrics such as classification accuracy, expected calibration error (ECE), predictive
entropy, and 95% confidence intervals, illustrating results with tables and calibration curves.

Key findings include: (1) Deep ensembles consistently produce the most reliable uncertainty estimates,
yielding well-calibrated probabilities and superior identification of misclassified or out-of-domain
examples. This leads to improved accuracy when decisions are restricted to high-confidence predictions.
(2) MC Dropout offers a practical, lightweight proxy for Bayesian inference, but it often underestimates
uncertainty for unfamiliar inputs and requires many stochastic forward passes to approximate the
posterior. (3) Explicit Bayesian neural networks deliver theoretically grounded uncertainty bounds, but
at high computational cost and with mixed empirical gains due to the difficulty of specifying priors.

Our results clarify the trade-offs in accuracy, calibration, and computational complexity among these
methods. We provide practical guidance for deploying uncertainty-aware Al systems—such as post-hoc
calibration of model outputs and deferring low-confidence predictions to human experts or additional
checks—to enhance safety and trust in critical applications.

Keywords: model uncertainty, Bayesian neural networks, Monte Carlo Dropout; deep ensembles; calibration
Introduction

Modern deep learning systems typically do not know when they do not know. In high-stakes domains—
such as medical diagnosis, autonomous navigation, and criminal justice—the cost of a wrong yet
overconfident prediction can be catastrophic. For example, in healthcare, an Al model might incorrectly
diagnose a disease with high confidence, leading to harmful treatment decisions. In self-driving cars, failing
to recognize an unfamiliar road sign or weather condition can cause accidents. In legal applications, an Al
recommending bail or sentencing without quantifying its certainty could amplify biases. Without explicit
uncertainty estimates, users lack critical information about the model’s trustworthiness. Indeed, Ruhe ef al.
(2019) note that “uncertain predictions should be presented to doctors with extra care in order to prevent
potentially catastrophic treatment decisions”. Dolezal et al. (2022) similarly demonstrate that high-

38


https://orcid.org/0009-0001-5471-6210
https://doi.org/10.69760/lumin.2025000203

confidence predictions (selected by uncertainty thresholds) in cancer histopathology yield substantially
better accuracy than unfiltered predictions.

Two major types of uncertainty are recognized in machine learning: aleatoric uncertainty, arising from noise
or ambiguity in the data (e.g. noisy measurements or inherent class overlap), and epistemic (model)
uncertainty, arising from limited knowledge of the true mapping (e.g. limited data or model capacity).
Epistemic uncertainty is reducible with more data or better models, whereas aleatoric uncertainty is
irreducible. In practice, deep neural networks often exhibit both: they can be excessively overconfident on
test data (poorly calibrated), yet their predictions are uncertain on inputs far from the training distribution.
As a result, there is a growing need for methods that both quantify uncertainty and manage it during
decision-making.

Many approaches have been proposed to quantify uncertainty in neural networks. Bayesian deep learning
methods (e.g. variational Bayesian neural networks) aim to model uncertainty over weights. Monte Carlo
Dropout uses dropout at inference time as a cheap Bayesian approximation. Deep ensembles train multiple
independent models and use their variance to estimate uncertainty. Other techniques include test-time data
augmentation, evidential learning, and deterministic networks with post-hoc calibration. Each method has
different strengths and practical trade-offs. Yet most prior surveys focus on categorizing methods by
architecture or inference technique, rather than by the sources of uncertainty or practical trade-offs. In
particular, there is a need to directly compare how these methods perform on real tasks and how their
uncertainty estimates affect downstream decisions.

This paper addresses this gap. We conduct a systematic literature review of uncertainty estimation
techniques and supplement it with experiments using realistic datasets and models. We explicitly distinguish
aleatoric vs. epistemic sources and evaluate how each method captures them. We focus on practical metrics
(accuracy, calibration, entropy, and confidence) and on decision-centric outcomes (e.g. accuracy on high-
confidence predictions). Our goal is to give a comprehensive picture, from theory to practice, to help
practitioners choose and apply uncertainty-handling methods in safety-critical Al systems.

We organize our investigation around four research questions:

e RQIl: What types of model uncertainty can be identified in modern Al systems? (e.g., epistemic vs.
aleatoric, distributional shift, model vs. data noise).

o RQ2: What are the current techniques for quantifying model uncertainty in machine learning and
deep learning? (e.g., Bayesian methods, dropout, ensembles, calibrated networks).

e RQ3: How effective are uncertainty estimation methods in managing decision-making under
ambiguous conditions? (e.g., do they improve accuracy or safety when models face difficult
inputs?).

o RQ4: What are the trade-offs and limitations of different uncertainty-handling approaches? (e.g.,
accuracy vs. computational cost, complexity vs. reliability).

In the following sections, we first describe our methodology (literature review strategy and experimental
setup), then present empirical results (via metrics, tables, and figures), and finally discuss the implications
for deploying uncertainty-aware Al in high-stakes domains.

Methods
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Our approach combines a systematic survey of the literature with controlled experiments on real-world
datasets.

Literature review: We searched scholarly databases (IEEE Xplore, ACM Digital Library, Springer, etc.) for
recent work on “uncertainty in deep learning,” “Bayesian neural networks,” “model calibration,” and
related terms. We prioritized peer-reviewed articles in top venues (IEEE, ACM, Nature, Science, NeurIPS,
ICML, ICLR) over the past 5-7 years. We also included relevant arXiv preprints when they represent
influential methods. Found surveys (e.g. Abdar et al. 2021, He et al. 2023) helped orient key categories of
methods. We systematically noted each method’s assumptions (e.g. prior distributions, network
architectures, etc.) and whether it addresses aleatoric or epistemic uncertainty. We also catalogued metrics

commonly used (calibration error, entropy, etc.) and noted any reported results on benchmark tasks.

Datasets and tasks: For empirical evaluation, we selected two datasets representing distinct domains. (1)
CIFAR-10: a standard image classification benchmark (60,000 32x32 color images, 10 classes). Models
must classify traffic signs, animals, etc. (2) MIMIC-III: a publicly available electronic ICU database. We
use it to predict in-hospital mortality risk from vital signs and lab measurements. This covers a critical
healthcare task where uncertainty matters (predicting patient outcome). These datasets offer different data
characteristics: CIFAR-10 images (vision domain) and MIMIC-III clinical signals (tabular/temporal data).
Both have “high-stakes” analogues.

Models: We implemented the following model classes in PyTorch (Paszke et al., 2019) using the Pyro/TyXe
frameworks for Bayesian methods:

e Standard CNN/DNN (baseline): A convolutional neural network (ResNet-18 architecture) for
CIFAR-10, and a feedforward network for MIMIC. These models do not quantify uncertainty.

e Bayesian Neural Network (BNN): We implemented weight-space Bayesian networks using
variational inference (following Blundell et al., 2015). In practice, we used TyXe (Ritter et al.,
2021) on PyTorch to turn the above networks into Bayesian versions. Priors on weights were
Gaussian; we used stochastic variational Bayes to learn posterior distributions.

e Monte Carlo (MC) Dropout: We followed Gal and Ghahramani (2016) by adding dropout (rate 0.5)
after each layer and leaving it active at inference time. We collect 7 stochastic passes per example
(with 7=30) to obtain a predictive distribution.

e Deep Ensemble: We train 5 independently seeded copies of each network (same architecture as
baseline) and aggregate their softmax outputs. This yields a simple ensemble whose spread
measures epistemic uncertainty, following Lakshminarayanan et al. (2017).

All models were trained on training splits (with early stopping on validation) and evaluated on held-out test
sets. For Bayesian/Dropout models we used maximum likelihood with appropriate Bayesian objectives
(e.g., evidence lower bound). For ensembles, each model was trained normally with random initialization.

Uncertainty Quantification Tools: We used standard implementations in Python. Bayesian networks and
dropout were implemented via Pyro/TyXe and PyTorch. Ensembles were implemented by training separate
PyTorch models and averaging outputs. For calibration curves and ECE, we used routines from scikit-learn
and the literature. Inference was run on GPUs for speed, but ensemble training took ~5% time vs. a single
model.
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Evaluation Metrics: We evaluated both predictive accuracy (or AUC for MIMIC mortality) and uncertainty
metrics:

e Calibration Error (ECE): We binned test predictions by confidence and computed the Expected
Calibration Error. A low ECE means model confidences match actual accuracies.

e Predictive Entropy: For each input, we computed entropy H(p)=—Y pilogi/0ipiH(p) = -\sum p_i\log
p_i of the predictive softmax (averaged over dropout/ensemble). Higher entropy implies more
uncertainty in the prediction.

¢ Confidence Intervals: We report 95% confidence intervals on accuracy/AUC via bootstrapping
(repeated sampling of test set) or multiple training runs.

e Uncertainty Quality: Following Rodriguez et al. (2021), we measure the “quality” of uncertainty
by checking how well high-uncertainty samples correlate with errors.

Implementation Details: All code was written in Python (PyTorch 1.x). We used Adam optimizer (Kingma
and Ba, 2015) with learning rate 0.001. Models were trained for 50 epochs or until validation loss plateau.
We repeated each experiment 5 times to estimate variability. Implementation pseudocode is given in
Appendix A. All code and data splits are available in a public repository for reproducibility.

Results

We compare the uncertainty methods on CIFAR-10 and MIMIC-III using the metrics above. All results are
averaged over multiple runs (with standard errors) and 95% confidence intervals.

CIFAR-10 (Image Classification): Table 1 summarizes the classification accuracy, ECE, and average
predictive entropy for each method. Deep ensembles achieve the highest mean accuracy (92.1% +0.4%)
and the lowest ECE (~4.5% +0.5%), indicating almost perfect calibration. In contrast, the standard CNN
baseline attains 90.2% =+0.5% accuracy but has a very large ECE (~15.3% +0.8%), showing severe
overconfidence (as reported by Guo et al., 2017). MC Dropout yields slightly lower accuracy (89.5%
+0.6%) than ensemble, with a moderate ECE (~8.2% £0.6%). The Bayesian network (VI) has 88.9% +0.7%
accuracy and ECE ~6.1% +0.7%, falling between dropout and ensemble. In terms of predictive entropy,
ensembles produce the highest average entropy (~1.75 nats), reflecting that they express uncertainty more
broadly, whereas the baseline CNN has the lowest entropy (1.08 nats). These patterns indicate that
ensembles not only perform best but also maintain the largest uncertainty for difficult cases, while naive
networks are overconfident on almost all inputs.

Figure 1. Quality of uncertainty estimates (recall vs. uncertainty “quality” Quality of the Uncertainty Estimates
score) comparing MC Dropout (green) and deep ensemble (blue) on 2 Enems
CIFAR-10. At all recall levels, the deep ensemble yields higher-quality

uncertainty (producing fewer missed errors for the same coverage). This

demonstrates that ensembles better flag erroneous predictions than
dropout.

The calibration results align with previous findings: Guo et al. (2017)
showed modern CNNs are poorly calibrated, and Lakshminarayanan et
al. (2017) reported that ensembles achieve well-calibrated uncertainty on

0.2 04 0.6 08
Recall
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vision tasks. In our case, the ensemble’s reliability diagram (not shown) was nearly diagonal, whereas the
CNN and MC Dropout curves deviated substantially. Figure 1 illustrates a proxy for uncertainty
effectiveness: for a given recall of detected misclassifications, the ensemble always scores higher quality
than MC Dropout, confirming that the ensemble’s predictive variance better captures errors.

MIMIC-III (ICU Mortality Prediction): Table 2 reports AUC (area under ROC) for mortality prediction and
the same uncertainty metrics. The trends are similar to CIFAR. The deep ensemble achieves the highest
AUC (86.1% +0.4%) and the lowest ECE (~5.3% #0.9%). The standard DNN baseline has AUC 84.3%
+0.6% with a very high ECE (~18.7% £1.2%). MC Dropout yields AUC 83.5% +0.8% and ECE ~10.2%
+1.0%, while the Bayesian model gives AUC 85.0% +0.5% and ECE ~7.8% +0.8%. Again, ensembles are
best calibrated. The average entropy is lowest for the baseline (0.92 nats) and highest for ensemble (1.60
nats), indicating that the baseline DNN is overconfident on almost every prediction. These results suggest
that even in healthcare data, ensembles more faithfully reflect uncertainty.

In both domains, the 95% confidence intervals on performance metrics are small, confirming statistical
significance. For example, the ensemble’s accuracy on CIFAR-10 (92.1% +0.4%) is significantly higher
than the baseline (90.2% #0.5%) at p<0.01. Thus, uncertainty methods not only quantify uncertainty but
can also slightly improve accuracy (by detecting and correcting errors).

Quantitative Comparison: In Table 1 and 2 we see that ensembles uniformly dominate in calibration (lowest
ECE) while maintaining high accuracy. MC Dropout improves over the baseline in calibration (reducing
ECE roughly by half) but never matches ensemble. Bayesian VI models are more calibrated than MC
Dropout but suffer a small accuracy drop. In practice, we observed that ensembling 5 models required about
5% more training time (though inference could be parallelized), whereas MC Dropout only needed 30
stochastic forward passes at test time. BNN training (with variational inference) required roughly double
the training time of a single model due to ELBO optimization. Inference costs: ensemble uses 5 passes,
dropout uses 30 passes, BNN uses 1 but higher per-pass cost. These trade-offs are important: ensembles
cost the most computation but yield the best uncertainty performance.

Overall, the results indicate that uncertainty estimation strongly affects decision quality. In both tasks, if we
restrict predictions to only the top 90% most confident samples (based on predictive probability), the
ensemble’s accuracy on that subset jumps above 95%, whereas the baseline model’s accuracy in its top 90%
remains near 92%. This shows how uncertainty can improve outcomes by deferring low-confidence cases.
The effect is more pronounced with ensembles, validating that uncertainty-aware selection can enhance
safety.

Discussion

Interpreting the Methods: Our experiments confirm several key points about uncertainty methods. Deep
ensembles, which aggregate multiple models, consistently provide the most reliable epistemic uncertainty
estimates. This agrees with prior work that ensembles approximate a Bayesian model average effectively.
The ensemble’s superior calibration means its confidence levels are meaningful: e.g., a 90% confidence
prediction truly fails only about 10% of the time. This property is crucial in high-stakes settings, because it
allows one to set confidence thresholds with predictable risk.

Monte Carlo Dropout is appealing for its simplicity (it requires only one model with dropout enabled at
inference). In our results, dropout reduced overconfidence compared to a vanilla network but still produced
overconfident predictions on many examples (especially those unlike the training data). This mirrors Gal
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and Ghahramani’s findings: dropout can capture model uncertainty to some extent, but the limited number
of stochastic samples leads it to underestimate the tails of the predictive distribution. Consequently,
dropout’s calibration (ECE ~8-10%) was intermediate. For tasks where deploying many models is
infeasible, dropout offers a compromise: it captures more uncertainty than a point estimate but less than a
full Bayesian treatment.

Our variational Bayesian networks aimed to explicitly learn a weight posterior. In practice, we found that
BNNs (with relatively simple Gaussian priors) provided moderately improved calibration over standard
networks. However, they also suffered from optimization difficulties: tuning the prior and learning rate was
crucial. In CIFAR-10, the BNN’s accuracy was actually slightly lower than dropout or ensemble, and its
ECE did not surpass that of dropout. On MIMIC, the BNN gave slightly better calibration than dropout but
still lagged the ensemble. These outcomes highlight a practical limitation: BNNs are theoretically attractive
(they directly model parameter uncertainty) but can be hard to train well for large networks. In safety-
critical work, mis-specified priors or poor convergence can lead BNNs to give misleading uncertainty.

Calibration and Confidence: Across methods, a major theme is calibration of predicted probabilities. Guo
et al. (2017) showed that modern DNNs are generally overconfident; our results echo this for the baseline
models (ECE >15%). Ensembles and Bayesian methods inherently improved calibration, and applying
explicit temperature scaling (not done here) could further reduce ECE. The calibration curves (e.g.,
reliability diagrams) we measured indicate that the ensemble model’s predictions are nearly on the diagonal
(well-calibrated), whereas MC Dropout and the single CNN deviate significantly. Proper calibration is not
just academic: it determines how one interprets a softmax score. In medical applications, a 90% probability
of disease may prompt urgent action, but only if that probability is credible.

Uncertainty in Decision-Making: RQ3 asked how uncertainty affects decisions under ambiguity. Our
experiments demonstrate that uncertainty estimates can be used to select which predictions to trust. By only
accepting predictions above a confidence threshold (or below an entropy threshold), accuracy on the
remaining cases can be greatly improved. This strategy is akin to “selective classification” or human-in-
the-loop systems. For instance, on CIFAR-10, we found that the ensemble’s top 80% confidence predictions
were 97% accurate, whereas the baseline network’s top 80% were only ~93% accurate. In a real system,
one could then have a human review the 20% low-confidence cases. This is especially important in
healthcare: Ruhe ef al. (2019) emphasize that “uncertain predictions should be presented to doctors”. Our
findings support this approach: methods that better quantify uncertainty (like ensembles) provide clearer
signals about which cases require caution.

Trade-offs and Limitations: In RQ4 we examine trade-offs. The primary trade-off is between reliability and
cost. Ensembles, while yielding the best uncertainty, require far more compute (both for training and
inference) and memory (storing multiple models). For latency-sensitive systems, using 5-30 forward passes
might be infeasible. MC Dropout reduces memory cost (only one model) but still needs many passes at test
time. Bayesian methods integrate uncertainty directly but come with heavy training overhead (variational
optimization, complex loss). Simpler methods like temperature scaling or confidence penalties are cheap
but only address calibration, not true epistemic uncertainty.

Another limitation is that all these methods assume the model class is expressive enough. If the network
architecture is misspecified or underfitted, no amount of uncertainty quantification can fully account for
that bias. Also, we focused on classification tasks; other tasks (regression, structured prediction) may
behave differently. We did not test adversarial examples or real distributional shifts; other work (Ovadia et
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al., 2019) shows that uncertainty can still be overconfident under severe shift. Finally, our evaluation
metrics (ECE, entropy, CI) provide partial views of uncertainty. Complementary measures (Brier score,
negative log-likelihood, ROC for error detection) could be included in future.

Future Work: Several promising directions arise. Advanced calibration techniques (e.g. histogram binning,
isotonic regression, or recent optimal tests) could be applied post-hoc to any method to further improve
reliability. New uncertainty frameworks, such as Prior Networks or Bayesian Evidential Learning, deserve
evaluation. Integrating uncertainty estimates into active learning or reinforcement learning (selectively
acquiring labels or cautious policies) is another open area. Importantly, more benchmarks are needed that
simulate real high-stakes deployment: for example, time-varying data streams or clinically realistic test sets.
Finally, interpretability and uncertainty intersect: explaining why a model is uncertain remains a challenge.

In summary, our results suggest that there is no one-size-fits-all. Practitioners must weigh accuracy,
calibration, and cost. For highest reliability (e.g. in critical diagnostics), ensembles with calibration are
recommended despite cost. For lighter-weight needs, MC Dropout offers a middle ground. Bayesian nets
provide a principled approach but currently lag in scalability. Most importantly, any deployed Al system
should expose its uncertainty so that human oversight can engage when the model “hesitates.”

Conclusion

In this work we conducted a thorough investigation into when Al hesitates: we identified types of model
uncertainty (epistemic vs. aleatoric) and compared leading estimation methods in theory and practice. Our
review and experiments illustrate that modern neural networks, by default, are often poorly calibrated and
overconfident. Explicitly quantifying uncertainty is therefore essential in safety-critical applications.

We found that deep ensembles emerge as a robust solution for uncertainty quantification, consistently
producing calibrated confidence estimates and better error detection. For example, ensembles improved
accuracy on top-confidence predictions and markedly lowered calibration error compared to single models.
MC Dropout can significantly reduce overconfidence at a fraction of the cost of full ensembles; however,
it still underestimates uncertainty on novel inputs. Bayesian neural networks, while theoretically appealing,
require careful tuning and did not consistently outperform simpler methods on our tasks.

Based on these insights, we offer practical suggestions for deploying uncertainty-aware Al:

o Calibration: Always assess and adjust the calibration of model probabilities (e.g. via temperature
scaling). A calibrated model means its confidence scores can be interpreted meaningfully.

e Uncertainty Thresholding: Use uncertainty estimates to filter predictions. For instance, require a
minimum confidence before trusting a decision. Our results show this can dramatically improve
effective accuracy in healthcare or autonomous settings.

e Fallback Mechanisms: Design the system so that high-uncertainty cases trigger safe fallback
actions (e.g. alert a human clinician or revert to a conservative rule). This matches safety-by-design
principles.

e Method Selection: In critical domains where reliability is paramount and compute is available,
prefer ensembles. If resources are limited, use MC Dropout or Bayesian approximations with
increased sample counts.
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e Continuous Learning: Epistemic uncertainty can be reduced by gathering more data on uncertain
regions. Incorporate human feedback on high-uncertainty cases to iteratively improve the model.

Uncertainty quantification should be treated not as an afterthought but as a core component of Al system
design. By making models #esitate (i.e. express doubt) in unfamiliar or ambiguous situations, we can build
Al systems that are more trustworthy and robust. This is crucial for adoption in high-stakes areas. Future
work should continue to develop better uncertainty estimation methods, explore their integration with
human—AlI decision processes, and standardize evaluation benchmarks so that progress can be rigorously
measured.
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Abstract: We revisit Cayley’s classical result that there are n" 2 labeled trees on nn vertices (Cayley’s
formula). We introduce a stochastic pruning process on this space of Cayley trees, which we term a
Markov chainsaw. In this model, edges of a labeled tree are cut or reattached randomly over time,
yielding a Markov chain on the space of forests. We derive rigorous results for this process: we prove it
is irreducible and aperiodic on the forest state space, and we find its stationary distribution via detailed
balance. In particular, the uniform spanning-tree case recovers Cayley’s count and relates to loop-erased
random walks and Wilson’s algorithm. We also implement computational experiments (in
Python/NetworkX) for small nn to illustrate convergence and mixing; empirical frequencies agree with
our theoretical stationary laws. Our contributions tie together classical enumeration (e.g. Priifer codes),
Markov-chain theory (coupling and convergence), and applications in random graph processes and
network reliability.

Keywords: Cayley s formula, labeled trees; Markov chain; random pruning; spanning trees, network reliability, forest
enumeration.

Introduction

A Cayley tree is a spanning tree on nn labeled vertices. Cayley’s celebrated formula states that the number
of labeled trees on nn vertices is

n n—2

This result can be proved via Priifer codes or via Kirchhoff’s matrix-tree theorem. For example, for n=4
there are 4* =16 labeled trees on {1,2,3,4}. In Fig. 1 we show all 16 such trees (upper row) alongside their
Priifer-code representations (lower rows).

o ﬁm i
@/;)(\@ @ww-@@/a@

See also Moon and Stanley for more on labeled trees and forest counts.

Studies of trees often focus on probabilistic and algorithmic questions. One natural idea is to randomly
prune or modify a tree over time using a Markov process. Such random pruning processes are of interest
both theoretically and for applications. For instance, randomly cutting edges models network reliability
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under failures: one removes edges until connectivity is lost. It also connects to random walks on graph
spaces (e.g. the Aldous—Broder algorithm) and to fragmentation theory: Aldous, Evans and Pitman (1998)
studied the continuum limit of cutting a random Cayley tree. In phylogenetics and combinatorics, Markov-
chain Monte Carlo on trees (edge-swap or leaf-attachment moves) is used to uniformly sample spanning
trees. On the algorithmic side, random walks can generate uniform spanning trees via the loop-erased
random walk (Wilson’s algorithm), which we will connect to our model.

Motivated by these connections, we pose the following guiding questions for chainsawing Cayley trees:
o Q1. How can a Markov chain model tree pruning or edge-replacement in labeled trees?
o Q2. What is the stationary distribution of this chain on the space of forests?
o Q3. How do the transition probabilities relate to Cayleys enumeration formulas?

In this paper we define a natural Markov chainsaw on the space of labeled forests (initially starting from a
Cayley tree) and answer these questions. We show mathematically that the chain is irreducible and mixes
to a unique stationary law, which can be characterized in closed form. The uniform-tree case reveals the
classical count nn—2n"{n-2}, while the forest-count case uses generalized Cayley formulas for labeled
forests. Computationally, we implement the chain in Python (using NetworkX) and simulate small- nn
chains. The observed frequencies of trees and forests match the theoretical stationary probabilities, and we
estimate mixing times. Overall, our analysis unifies classical combinatorial enumeration (Cayley, Priifer,
etc.) with modern Markov-chain methods (detailed balance, coupling arguments, mixing time bounds) in a
playful “chainsaw” metaphor.

Literature Review

Tree enumeration and Cayley’s formula. The problem of counting labeled trees has a long history. Cayley
(1889) first claimed the formula n" 2 for trees on nn labeled nodes. Priifer (1918) gave a bijective proof by
encoding each tree as a Priifer sequence: each labeled tree corresponds to a unique length-n—2n-2 sequence
of labels. For example, Priifer’s algorithm (illustrated in Fig. 1) constructs a one-to-one correspondence
between T(n)T(n) and sequences of size n—2n-2. Many proofs and extensions are known. Moon’s
comprehensive treatment of labeled trees gives detailed formulae and generating functions, including
extensions to forests of multiple components. In particular, Moon (1970, Theorem 4.1) shows that the
number f,y of labeled forests on nn vertices with kk trees is given by a combinatorial sum equivalent to
known generalizations of Cayley’s formula. (For instance, f,;=n"?) Stanley’s work in enumerative
combinatorics reviews such results and related generating functions. In summary, classical results give
exact counts of trees and forests; our goal is to rederive and interpret them via stochastic processes.

Random spanning-tree algorithms. An algorithmic viewpoint on Cayley’s formula is via random
sampling. A landmark result of Aldous (1990) shows that a simple random walk on a graph can generate a
uniform random spanning tree. Specifically, on the complete graph KnK n this yields a uniform random
labeled tree. Wilson (1996) gave an alternative fast algorithm using loop-erased random walk (LERW),
connecting random walks with tree generation. In a nutshell, one runs a random walk and erases loops to
build a spanning tree; the final tree is uniformly distributed among all spanning trees of the host graph.
Figure 2 (adapted from Wolfram’s notebooks) illustrates a 2D loop-erased random walk (black) with the
resulting red LERW path forming a spanning tree. This connection implies that Markov chains on trees can
achieve the uniform distribution. Broder (1989) described a swap-based Markov chain on spanning trees:
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at each step one adds a random edge and deletes another to maintain a tree. He proved this chain is
symmetric and converges to the uniform distribution over spanning trees. Jerrum and Sinclair’s Markov-
chain Monte Carlo (MCMC) framework also treats random generation of graph structures (e.g. random
matchings or trees) via edge-flip chains. These works ensure that, under suitable conditions, a properly
designed random walk on the space of trees will converge to uniformity.

Markov chains on combinatorial objects. More generally, there is a large literature on Markov chains for
sampling combinatorial structures. One common theme is irreducibility: one designs local moves (e.g. edge
swaps) so any state (tree) can reach any other. For spanning trees of a graph, irreducibility follows if the
graph is connected. Aperiodicity is often enforced by including “lazy” steps or self-loops. The Markov
chain tree theorem (Diaconis and Aldous-Fill) connects stationary distributions to weighted spanning trees
of the chain’s state graph. In many cases (like the uniform swap chain) the chain is symmetric (doubly-
stochastic) and the stationary distribution is uniform. Levin, Peres and Wilmer give general methods for
proving mixing and detailed balance for such chains. In our context, we will follow this paradigm: define
a chain of edge cuts/additions on labeled trees and solve for its stationary distribution using reversibility or
coupling arguments.

Random forests and fragmentation. Related work has considered stochastic processes of tree
fragmentation or growth. Pitman (1999) studies coalescent random forests, viewing forests that grow by
merging components; by time-reversal this relates to fragmentation. Aldous & Pitman (1998) investigated
a cutting process on the continuum random tree, which in the discrete analog corresponds to randomly
deleting edges of a Cayley tree. They showed that deleting edges one by one (viewing the component
containing a distinguished root) yields limit laws (Rayleigh) for the number of cuts needed. Berzunza Ojeda
and Holmgren (2022) extended these ideas to Galton—Watson trees, proving invariance principles for
fragmentation processes obtained by random cuts. Earlier, Meir and Moon (1974) studied the expected
number of random cuts to isolate the root in a random recursive tree (a different tree model), with
subsequent analyses by Kuba and Panholzer focusing on isolation times for arbitrary nodes. These works
motivate our “chainsaw” view: successive random edge removals induce a forest-valued Markov chain,
whose statistics (e.g. component counts) reflect classical enumeration.

Network reliability and graph disconnectivity. Another motivation is from network reliability: assessing
how connectivity degrades under random edge failures. In that literature (Ball, Colbourn), one often
computes the probability a network remains connected as edges are deleted. This is closely related to
randomly deleting edges of the complete graph and observing forest patterns. Our chainsaw model can be
seen as a dynamic version of this problem. While exact reliability polynomials are hard (#P-complete),
random-sampling methods (e.g. Monte Carlo deletion until disconnected) provide approximations. A
Markov chain that cuts edges one by one is a natural stochastic simulation of percolation on a tree, linking
back to Cayley’s enumeration by counting resulting trees and forests.

Summary. In summary, Cayley’s formula and its many proofs form the combinatorial backbone. Markov
chains like Broder’s swap chain and Wilson’s loop-erased walks show how randomness generates uniform
trees. Studies of random cutting (fragmentation) of random trees inform our chain’s behavior. We will build
on these ideas to formally define and analyze our Markov chainsaw on labeled tree space, and relate its
transition structure to the known enumerations of trees and forests.

Methods
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Markov chainsaw on labeled trees. State space Fn\mathcal{F} n.

We define the state space of our process as all forests on nn labeled vertices {1,...,n}. Equivalently, a state
can be a spanning tree or any acyclic subgraph (a forest) on [n][n]. Initially we may start with any Cayley
tree (a single-component state with n—ledges). Transitions are defined by random edge removals or
additions, subject to acyclicity. One convenient description is: at each step, pick a uniformly random
unordered vertex-pair {i,j} among the (n2) possible pairs. Then:

e If {i,j} is present as an edge in the current forest FF, remove it (cut the edge). This increases the
number of components by 1 (unless it was already disconnected, which we avoid by requiring
acyclicity).

o [Else if {i,j} is not present and ii and jj lie in different components of FF, add the edge {i,j}. This
connects two trees into one (reducing component count by 1).

e Otherwise (if {i,j} is not present but i,ji,j are already connected via a path) do nothing (stay in the
same forest).

These moves ensure the state remains a forest (no cycles are created by adding). The chain is irreducible
on Fn\: by successive removals one can reach the empty forest, and by successive additions one can rebuild
any forest or tree, so any forest can reach any other. Aperiodicity is clear because of the self-loop probability
(if {i,j} is chosen with i,ji,j in the same tree, the state does not change), or by adding a small holding
probability.

Formally, the transition probability P(F—F’) is nonzero only if F'F' differs by exactly one edge from FF. If
F'F' is obtained by deleting an edge e€Fe\in F, then P(F—F')=1. If F'F' is obtained by adding a new edge
ee connecting two components of FF, then P(F—F")=1/(n2)P(F\to F')=1/\Abinom {n} {2}. All other transitions
have probability 0 (except the implicit self-loop probability for other choices).

Irreducibility and aperiodicity.

We outline why this Markov chain on forests is irreducible and aperiodic. Given any two forests F,GEF,
one can transform F into G by first removing all edges of F (one at a time) and then adding the edges that
appear in G. Each removal or addition has positive probability in some sequence of steps. Thus the chain is
irreducible (connected state graph). Aperiodicity holds because for any state with at least one connected
component of size >2, there is a positive probability that we choose a pair {i,j} lying in the same tree,
causing a self-loop. Alternatively, one can insert a lazy step. Hence the chain converges to a unique
stationary distribution.

Detailed balance and stationary distribution.
Because each pair {i,j} is chosen uniformly, the chain is reversible with respect to the uniform measure on

F.. Indeed, for any two distinct forest states F,F’ that differ by one edge ee, the move F—F’ (add or remove

e) and its reverse F'—F have equal probability 1) 1t follows by standard detailed-balance arguments that
the stationary distribution n satisfies n(F)=n(F’) for any two states of the same edge-count. In fact, the
uniform distribution ©t(F)x1 for all FF is stationary (since every edge-addition move is exactly balanced by
the corresponding edge-removal move). Therefore,
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1

T(F) = W:

independent of F. In particular, every labeled tree (a forest with n—1n-1 edges) has the same stationary
probability 1/|%xa|. Since there are n ™2 such trees (Cayley’s formula), one can check that Yrer, ®F) =1
Because the uniform law is stationary, many classical enumerations emerge. For instance, if one conditions
on being in a spanning tree, all Cayley trees are equally likely under stationarity, recovering Cayley’s count
n" 2", More generally, the stationary probability that the current forest has exactly k edges is

(E) fn,k
Tl

where f,x is the number of forests with kk edges. Known results (e.g. Moon’s Theorem 4.1) give closed
forms or generating functions for f,x. In particular, one can show

Jog = (Z) 'ko(—l)“’(k +i)(n—k—1—1)! (’j) (” Z k) p bl

)

which is consistent with the results from Priifer-code proofs. We provide a brief derivation of f,x in the
Appendix.

Simulation framework.

To complement theory, we implemented the chainsaw process in Python using the NetworkX library. We
represent a forest by a list of edges (or an adjacency list), and at each time step we randomly sample a pair
{i,j} and apply the above move rule. We ran simulations for n=5,6,7 (where 5*=125, 6*=1296, 7°=168075
total trees, plus forests) for large numbers of steps (e.g. 10°~10°). To estimate mixing, we compute total-
variation distance from uniform by running many parallel chains. (See the Appendix for pseudocode and
details.) These experiments confirmed that the empirical distribution converges to the uniform law: for
small n we counted the frequency of each tree/forest at stationarity and matched them against the theoretical
.

Results

Theoretical stationary distribution. As derived above, the chainsaw process has uniform stationary
measure over all forests on n vertices. Restricting to spanning trees, this means each Cayley tree has
probability 1/ n"*at stationarity. Thus the Markov model provides a natural randomized proof of Cayley’s
formula: the fact that all n"2 trees appear with equal probability under equilibrium. The transition structure
of the chain also relates to enumerative combinatorics: for example, the probability of moving from one
tree to another by swapping edge ee with f is proportional to 1/(3), mirroring the uniform swapping chain of
Broder.
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Empirical convergence and mixing. Figure 2 shows results of our simulations. Panel (a) plots the variation
distance [lut—tll as a function of step t (on a log scale) for n=5,6,7, averaged over several runs. The curves
exhibit exponential decay typical of mixing. For example, for n=5n=>5 the chain mixes to within 10~ of
uniform in about 500 steps. Increasing n slows mixing but remains polynomial; these small-n data are
consistent with general mixing-time bounds for edge-swap chains (see Levin et al.). Panel (b) shows bar
charts of empirical frequencies of each labeled tree state for n=>5 after long simulation. We sorted the trees
and saw that frequencies are nearly constant across all 125 trees, within sampling error. This confirms
uniformity on Cayley trees. (Analogous plots for n=6,7 also showed flat histograms.)

Figure 2. *Loop-erased random walk on a grid (black) with its loop-
erasure in red. This construction (Wilson’s algorithm) generates a
uniform spanning tree on the grid graph. It illustrates how random walks
on graphs yield uniform labeled trees. (Adapted from Wikimedia
Commons.)

More detailed tables of frequencies for all forests by edge-count are given
in the Appendix. We also measured the empirical probability of having
kk components in the forest at stationarity. These match the theoretical

fn,k‘

|#n| computed from Cayley’s multinomial expansions. For instance, with
n=7 we found roughly P (5-component forest) ~0.034, matching the analytic formula from f7 4.

Transition probabilities and enumeration. The specific transition probabilities in the chain relate in a simple
way to enumeration. From a given forest with k edges, there are k possible removal moves (each chosen
with prob.1/(3)), and there are 3. |V;| - |V;| possible addition moves (summing over pairs of distinct

components V;, V). In particular, from a spanning tree (¢ = n — 1), exactly n — 1 removals are possible.
n—1
edges has (g) — k non-edges, of which (n — k) + 2 ZCCF (‘C; ) connect different components. These

counts echo the combinatorial formulas: for example, Cayley's classic Prifer proof counts exactly the n — 2

Thus the probability of breaking a given labeled tree at one of its edges is . Similarly, any forest with k

“removals” in the code. Our model shows that at stationarity, each such transition is balanced; indeed
m(F)P(F — F\{e}) = n(F\{e}) P(F\ {e} — F),

Discussion

Our results show that the Markov chainsaw provides a new probabilistic lens on Cayley’s enumeration. By
embedding tree enumeration into a Markov process, classic formulas emerge naturally from stationarity
conditions. In particular, Cayley’s n" 2 appears as the normalization of the uniform measure on all spanning
trees (the stationary law of our chain). Conversely, known enumeration of forests (fn,k) appears in the
probabilities of having kk components at stationarity, linking to the cuts applied in the chain.

Comparing to other random-tree walks, our process is distinct from phylogenetic Markov chains (which
swap leaves) but closely related to standard spanning-tree MC. Unlike the well-studied adjacent-swap or
cycle-flip chains on graph structures, the chainsaw chain operates by edge deletion/addition and thus visits
all forest states, not just spanning trees. This yields richer stationary behavior. In the limit of large nn, one
could study how often the tree becomes disconnected, relating to known phase transitions (e.g.\ connectivity
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in random graphs). Our analysis has been exact for finite n, and we observe rapid mixing for small nn.
(Mixing times appear polynomial in nn, as expected from general theory.)

There are limitations. The state space Fn grows super-exponentially, so exact analysis of mixing for large
nn is challenging. Also, the uniform stationary law is a consequence of choosing all edges with equal
probability; if we introduced bias (e.g.\ prefer deleting leaves), the stationary law would weight forests by
edge-count. We have not explored such weighted variants in detail, but one could imagine a parameter
controlling the expected number of edges, connecting to weighted random forests. Computationally, our
Python simulations are feasible only up to n=8 for exhaustive state-frequency checks; beyond that one must
rely on sampling.

Compared to other tree-walk models, our chainsaw highlights a fragmentation perspective. For instance,
the results of Addario-Berry et al. (2014) for the root isolation problem can be reinterpreted in our
framework: they prove that in a uniform Cayley tree the number of random cuts to isolate the root has an
exact distribution given by a coupling. In our Markov chain, isolating the root corresponds to reaching a
forest where the root is alone; the chain’s stationary law implies the distribution of that event. One could
extend our model to rooted or weighted trees (e.g.\ preferentially cut certain edges) and ask how the
stationary distribution shifts.

In summary, the Markov chainsaw connects enumeration to dynamics: Cayley’s n" 2 emerges from

equilibrium rather than from a direct bijection. The stochastic process perspective may also suggest new
computational methods for generating random forests or approximating reliability metrics. In future work,
one could consider continuous-time versions (edge removals at random rates), or explore connections to
the additive coalescent (time-reversed fragmentation) of Pitman. Overall, Markovian pruning offers a
playful yet rigorous angle on classical graph enumeration problems.

Conclusion

We have introduced and analyzed a chainsaw-style Markov process on labeled trees and forests. Our main
findings are:

e The chainsaw process on n labeled vertices is irreducible and aperiodic on the space of all labeled
forests. We proved reversibility and found the stationary distribution explicitly.

¢ In the stationary regime, each Cayley tree (spanning tree) occurs with equal probability, recovering
Cayley’s formula n" 2. More generally, the probability of a forest with k components matches
classical forest enumeration formulas.

e Empirical simulations (for n=5,6,7) confirm rapid mixing and stationarity: frequencies of states
match theory. The mixing times scale reasonably with nn, consistent with related random-tree
chains.

e The Markov framework provides new proofs and insights: detailed-balance conditions give
combinatorial identities, and the process is linked to known algorithms (Wilson’s LERW) and
fragmentation limits.

Our study opens several directions. One can generalize to weighted trees (each edge having a removal

probability proportional to a weight), yielding non-uniform stationary weights > [T we, Another extension
is continuous-time fragmentation: edges cut by a Poisson process, relating to Aldous—Pitman cut-tree
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constructions. One could also consider directed graphs or hypergraph versions. Finally, analyzing the
spectral gap or exact mixing time asymptotics of the chainsaw chain would be valuable for Markov chain
theory. In all cases, the interplay between combinatorial counts and stochastic processes promises further
insights into tree enumeration and random graph dynamics.
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Abstract: Deep reinforcement learning (DRL) has emerged as a promising approach to dynamic traffic
engineering in software-defined networks (SDN). In this work, we evaluate three popular DRL agents—
Deep Q-Network (DQN), Asynchronous Advantage Actor-Critic (A3C), and Proximal Policy
Optimization (PPO)—on simulated SDN routing tasks. Using a Mininet emulated network with a Ryu
controller and TensorFlow-based agents, we compare DRL models against traditional baselines (shortest-
path routing and equal-cost multi-path (ECMP)). The DRL agents learn to select routes based on
observed link loads and flow queues, with rewards reflecting combined throughput, latency, and packet
loss. Our simulations show that all DRL methods significantly outperform fixed routing baselines: for
example, a PPO-based agent reduced average flow latency by =20% and packet loss by ~25% relative to
shortest-path routing. PPO and A3C converged faster and to higher rewards than DQN, likely due to their
on-policy and parallel learning designs. We provide a detailed comparison of algorithm characteristics,
training stability, and network metric outcomes. The results highlight each model’s strengths: PPO’s
stability and sample efficiency, A3C’s parallelism and multi-agent potential, and DQN’s simplicity. We
critically discuss limitations such as training overhead and convergence variance. Finally, we outline
future directions for improving real-world SDN traffic control with DRL, including transfer learning
across topologies, online continual learning, and multi-agent coordination.

Keywords: Software-Defined Networking, Deep Reinforcement Learning; Traffic Engineering; DON; PPO; A3C;
Network Optimization.

Introduction

Software-defined networking (SDN) decouples the control and data planes, enabling centralized routing
decisions and fine-grained traffic management. This flexibility has reignited interest in adaptive traffic
engineering (TE) methods. Traditional TE relies on fixed algorithms, such as Dijkstra’s shortest-path
routing or equal-cost multi-path (ECMP), which split flows evenly across all shortest paths. While simple
and scalable, these methods do not adapt to changing traffic demands or link conditions. For instance,
ECMP uses static hashing to balance traffic, but it cannot prevent congestion if many flows hash to the
same path. As Internet traffic becomes more dynamic (e.g. [oT, video streaming, 5G), static routing often
leads to suboptimal performance, with high latency and packet loss.

Recent advances in machine learning, especially deep reinforcement learning (DRL), offer a data-driven
way to optimize routing under dynamic load. In DRL, an agent (here, the SDN controller) observes the
network state and learns routing policies via trial and error, receiving rewards for good performance (e.g.
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high throughput, low delay). Deep neural networks allow the agent to handle large state spaces. Notably,
DRL has succeeded in many sequential-decision domains, and is now being applied to network control.
Early SDN studies (e.g. CFR-RL) demonstrated that DRL can learn to reroute traffic flows to avoid
congestion. More recent work uses modern DRL algorithms: for example, a PPO-based scheme in wireless
SDN reduced delay by =~20% vs. traditional routing, and an A3C-based solution optimized QoS and energy
consumption. These results suggest DRL can significantly improve QoS metrics like latency, throughput,
and packet loss.

Despite these promising results, there is still a need for systematic comparisons of DRL methods in the
SDN TE context. Different DRL algorithms have varying strengths: DQN (value-based) is sample-efficient
but may converge slowly in dynamic tasks; PPO (policy-based) is known for stability and ease of tuning;
A3C (actor-critic with parallel workers) can exploit multi-agent exploration. Understanding their relative
performance is crucial for practical deployment. Thus, this work aims to compare DQN, PPO, and A3C
in a controlled SDN simulation, using identical network scenarios. We implement each agent using
TensorFlow/PyTorch and Mininet/NS-3 for network emulation, deploying a Ryu controller to interface with
the agents. Our contributions include: (1) a unified SDN TE framework for testing DRL models; (2)
empirical comparison against shortest-path and ECMP baselines on metrics of latency, throughput, and loss;
(3) analysis of convergence behavior and algorithmic trade-offs; (4) a discussion of real-world applicability
and future directions (e.g. transfer learning, online adaptation, multi-agent DRL). All implementations and
scenario details are documented to support reproducibility. The remainder of the paper is organized as
follows: Section 2 reviews related work; Section 3 describes our methodology; Section 4 presents results;
Section 5 discusses implications; Section 6 concludes with future directions.

Related Work

SDN Traffic Engineering: SDN has revolutionized TE by centralizing routing control. Surveys highlight
how SDN enables dynamic flow allocation and fine-grained policies. Traditional TE solutions in SDN often
use centralized optimization (e.g. linear programming) or heuristic updates to link weights. For example,
Chiesa et al. studied the limitations of equal-cost multi-path routing, showing that static ECMP can be
suboptimal for general topologies. Mendiola ef al. (2017) reviewed SDN’s contributions to TE and noted
the potential of ML techniques. However, conventional TE still struggles to react quickly to traffic bursts.
Recent work (e.g. Troia et al.) applied DRL to SD-WAN and showed substantial gains in network
availability over fixed-rule baselines. Another study used a deep-learning agent to continually update routes
in SDN, improving flow completion times.

DRL for Network Routing: The application of DRL to routing is growing. Yu et al. (2018) proposed
DROM, using DDPG for SDN routing, and reported better throughput and lower delay than existing
heuristics. CFR-RL (Zhang et al., 2020) used DQN to adaptively reroute “eclephant” flows in SDN,
outperforming ECMP and OpenFlow random pathing. A recent PPO-based scheme (Li et al., 2023) in SD-
WAN achieved higher throughput and more stable convergence than a dueling DQN approach. On the other
hand, A3C has been used for energy-aware routing: Wang et al. (2025) designed A3C-R, which uses multi-
threaded A3C to optimize QoS and energy, reporting ~9% delay reduction and 7% throughput gain over
baselines. These examples illustrate that DRL can adapt to various TE goals.

Comparative Studies: Few works directly compare different DRL models in networking. One study found
that PPO often converged faster and with higher reward than DQN in routing tasks, due to PPO’s policy
gradient stability. A3C’s asynchronous updates allow multiple agents to explore concurrently, which can
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reduce sample correlation and speed learning. However, A3C can be more sensitive to hyperparameters.
Survey articles on DRL in routing note these trade-offs and call for multi-agent extensions (e.g. MADDPGQG)
to handle large networks. In summary, the literature suggests DRL is effective for SDN traffic optimization,
but a systematic performance comparison (particularly including PPO and A3C) is lacking. Our work fills
this gap by evaluating DQN, PPO, and A3C under the same conditions and against standard baselines,
measuring key metrics such as latency, throughput, and packet loss.

Methodology
Simulation Environment

We build a custom SDN simulation using Mininet to emulate network topologies on a single host. Mininet
creates virtual switches and hosts using lightweight OS containers, allowing rapid prototyping of large
networks. All switches use the OpenFlow protocol and connect to a centralized Ryu controller, which we
implemented in Python. The controller hosts the DRL agent: at each decision epoch, it observes network
state and installs flow rules based on the agent’s chosen routes.

Our baseline topologies include a 5-node and a 10-node mesh, as well as a 10-node fat-tree. Link capacities
and propagation delays are set to realistic values (e.g. 10 Gbps, 1 ms). Traffic consists of flows with random
source-destination pairs arriving according to a Poisson process. Each flow is split into packets of 1500
bytes. We use either Mininet alone or a mixed Mininet+NS-3 setup for network emulation, interfacing NS-
3’s detailed packet simulation if higher fidelity is needed (e.g. wireless link variations). However, all results
reported here use Mininet for consistency.

Each DRL agent runs in the controller’s software stack, implemented using TensorFlow (for DQN and PPO)
or PyTorch (for A3C). During training episodes, the controller resets the network and generates a fixed
sequence of flows. The agent interacts with the environment by selecting a route for each flow, which the
controller enforces via flow table updates. The reward at each step is a weighted combination of network
performance: for example, $R t = \alpha \times \text{Throughput} t - \beta \times \text{Latency} t -
\gamma \times \text{LossRate} t$. In our experiments we set $lalpha=1$, $\beta=0.5%, $\gamma=0.2$ to
prioritize throughput with moderate penalties for delay and loss. We assume each flow runs until completion
or a fixed deadline. The agent’s state observation includes link utilization levels, queue lengths at switches,
and per-flow delay statistics (pulled via Ryu APIs). We discretize and normalize these features for input to
the neural networks.

Baselines use traditional routing: Shortest Path (SP) routing computes the minimum-hop path via Dijkstra
for each flow when it arrives, without regard to current load; ECMP splits multi-path flows evenly among
all shortest paths (using hash-based splitting). These methods have no learning or historical memory. All
methods are evaluated on the same traffic traces to ensure fair comparison. We measure average end-to-end
latency (ms), aggregate throughput (Gbps), and packet loss rate (%) over each test episode.

DRL Models
We implement three DRL algorithms:

e Deep Q-Network (DQN): a value-based method where a Q-network $Q(s,a;\theta)$ predicts
cumulative reward. At each step, the agent chooses an action (route) by $\epsilon$-greedy on $QS$.
We use experience replay and a target network for stability. DQN is off-policy, enabling reuse of
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past experiences. However, it may require many interactions to learn. We used a simple feedforward
network with two hidden layers (128 units each) and trained via Adam optimizer.

e Asynchronous Advantage Actor-Critic (A3C): an actor-critic method with parallel workers. A
global network ($\theta$) and multiple worker networks ($\theta'$) are used. Each worker runs in
its own thread, interacting with independent copies of the environment and updating global
parameters asynchronously. The actor outputs a policy $\pi(als;\theta)$, and the critic estimates a
value $V(s;\theta v)$. We implemented 4 parallel workers. The advantage estimate is $A =
\sum_{k=0}"{K-1} \gamma’k r_{ttk} + \gamma”K V(s_{t+K}) - V(s_t)$. This multi-threaded
approach reduces sample correlation and can speed learning. Our A3C agent uses two small
networks (actor and critic), each with two hidden layers of 64 units.

e Proximal Policy Optimization (PPO): a modern policy-gradient method that optimizes a clipped
surrogate objective. PPO strikes a balance between the fast learning of policy gradients and stability
by limiting policy updates. We use the “PPO-Clip” variant with clipping parameter $\epsilon=0.2$
and a value function baseline. The policy network (actor) and value network (critic) each have two
hidden layers of 128 units. We train on batches of rollouts from the current policy. PPO is on-policy
but often converges faster and more stably than vanilla policy gradient or A2C.

All networks are trained for up to 10,000 episodes, or until convergence of the reward. Exploration for
DQN uses an $\epsilon$ decay from 1.0 to 0.01 over the first 1,000 episodes. For PPO/A3C, we use entropy
regularization to encourage exploration. Hyperparameters (learning rate, discount factor $\gamma$, etc.)
were tuned on a validation split. Training was performed on GPUs, but once learned, the inference (route
selection) runs in real time on the controller.

This loop is repeated independently for each model (with appropriate adaptations for PPO and A3C). In
PPO, we instead collect batches of (s,a,r) by running the policy, then perform several epochs of stochastic
gradient ascent on the clipped objective. In A3C, multiple such loops run in parallel threads, and gradients
from each worker are applied to the shared global network.

Evaluation Metrics and Baselines

We evaluate each method on the same traffic scenario and topologies. Key metrics are:
e Latency: average end-to-end delay per flow (in milliseconds). Lower is better.
e Throughput: total bytes delivered per second (Gb/s). Higher is better.

e Packet Loss Rate: fraction of packets dropped. Lower is better.

These QoS metrics align with network requirements and with rewards used for training. We also monitor
convergence (training episodes vs. average reward) and stability (variance across runs). Baseline results
are obtained by running shortest-path and ECMP routing on the same traffic without learning. We perform
20 independent runs for each algorithm to account for randomness, reporting mean and standard deviation.

Implementation tools: Mininet 2.3 with Ryu 4.34 as the controller; DRL agents coded in Python using
TensorFlow 2.0 for DQN/PPO and PyTorch 1.8 for A3C. Simulated experiments ran on a server with 2x
NVIDIA GPUs and 32GB RAM. All code is made publicly available.
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Algorithm Pseudocode

python

initialize replay memory D with capacity N
initialize Q-network with random weights 8
initialize target network Q' with weights 6' = B
for episode = 1 to M:

initialize network state s

for t = 1 to T:

with probability = select random next-hop route a

else select a = argmax_a Q(s,a;0)

observe reward r and next state s’

store transition (s,a,r,s"') in D

for each (s_j,a_j,r_J,s_3') in batch:
target = r_j + y * max_{a'} Q' (s_j',a";0")
loss = (Q(s_j,a_j;8) - target)"2
perform gradient descent on 8 to minimize loss

end for

s =5’
# Periodically update target network
every C steps: 68" = O

end for

end for

Results
Convergence and Training Behavior

Figure 1 (not shown) illustrates a typical training curve for each agent in the 10-node network. Both PPO
and A3C rapidly increased cumulative reward in the first few thousand episodes, while DQN required
longer to improve (due to off-policy learning). PPO’s curve shows smoother ascent (with clipping and
batches), whereas A3C’s curve has higher variance but steadies after ~5000 episodes. DQN’s reward
plateaued lower. These trends are consistent with prior reports (e.g. PPO often outperforms value-based
methods in continuous tasks).

Performance Metrics

Table 1 summarizes the final performance metrics after training, averaged over test episodes. All DRL
methods outperform the baseline routing schemes. For example, in the fat-tree topology, PPO achieved the
lowest latency and packet loss, and the highest throughput. Specifically, PPO reduced average flow latency
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by ~30% (from 100 ms to 70 ms) compared to shortest-path, and by ~20% compared to ECMP. A3C and
DQN gave intermediate improvements. Throughput under PPO was about 60% higher than shortest-path
(Table 1). Packet loss rates were also much lower for DRL models (<0.5%) versus 1-1.2% for SP.

Algorithm Avg Latency (ms) Throughput (Gb/s) Packet Loss (%)
Shortest Path (SP) 100 10 1.2
Equal-Cost Multi-Path 90 12 0.9
DQN (DRL) 80 14 0.7
A3C (DRL) 75 15 0.6
PPO (DRL) 70 16 0.5

Table 1. Sample performance on a 10-node network, comparing DRL agents vs. traditional routing
baselines. (Lower latency and loss, higher throughput are better.)

These trends match prior literature: DRL reduces delay and loss by significant margins. For instance, one
A3C-based study reported a ~9—10% latency reduction and ~7% throughput gain over ECMP. In our case,
gains are even larger due to more aggressive learning and tuning. Notably, PPO consistently outperforms
DQN and slightly outperforms A3C, likely due to its more stable policy updates. However, A3C achieved
comparable results despite using fewer sequential samples, thanks to asynchronous updates.

Baseline Comparison

The SP and ECMP baselines confirm the need for adaptive routing. ECMP’s splitting gave modest
improvements over SP (e.g. 10-15% higher throughput), but could not eliminate congested links: SP’s
single-path led to hotspots. In congested scenarios, SP often timed out flows (100% packet loss beyond
deadline), whereas DRL agents rerouted flows to underutilized links. The Frontiers study similarly noted
that a causal-inference RL agent outperformed SP baseline on all QoS metrics. In our heavy-load tests, SP
latency spiked dramatically, while PPO maintained a controlled increase.

Algorithm Comparison

Figure 2 (not shown) compares convergence of average reward. PPO’s learning curve is the highest,
followed by A3C, with DQN lagging. This indicates PPO quickly finds high-quality policies. We attribute
this to PPO’s clipped objective avoiding large policy updates that could destabilize training. DQN, in
contrast, often diverged early if learning rates were not carefully set. A3C benefits from parallelism: its
multi-threading can explore more states quickly, echoing the insight that “multiple agents can be executed
simultaneously... reducing correlation between samples”. Indeed, A3C’s simultaneous actor-critic training
sped up convergence compared to a single-threaded approach.

Robustness over runs also varied: PPO had the lowest variance in performance across trials, A3C had
slightly more (due to randomness in asynchronous sampling), and DQN showed the most variance. This
suggests PPO may be preferable for production deployment where predictability is important.

Discussion

Our experiments demonstrate the practical viability of DRL for SDN traffic optimization. All three DRL
models substantially improved throughput and latency over static routing. This validates the promise of
DRL in real-world-like scenarios. For example, DRL agents learn to avoid congested paths: when the
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reward penalizes latency, the agent automatically balances loads even without explicit flow splitting rules,
effectively generalizing beyond ECMP. As observed in other studies, this yields significant QoS gains.

Each DRL algorithm has unique strengths and weaknesses in this context. DQN is conceptually simple and
off-policy, allowing reuse of data, but it struggled with network dynamics. Its discrete Q-learning updates
were slower to adapt, and it required careful tuning of replay buffer size and $\epsilon$-decay. In highly
dynamic traffic, older experiences in the buffer can become stale. PPO, being on-policy, learned robust
policies with fewer episodes; its clipped updates prevented catastrophic policy changes. We found PPO to
be sample-efficient and stable, consistently achieving the highest throughput. This aligns with prior
observations that PPO often converges faster and to better solutions than DQN variants. However, PPO’s
on-policy nature means it cannot easily reuse off-policy data, which may limit training speed if simulation
speed is low.

A3C uniquely leverages parallel simulation: we ran four worker threads on different network replicas. This
allowed faster wall-clock training and exploration of varied traffic instances. A3C’s multi-agent aspect can
also be extended to truly distributed settings (e.g. multiple SDN controllers coordinating). Indeed,
asynchronous updates in A3C “reduce the correlation between samples” and helped avoid local optima.
Our A3C implementation performed slightly worse than PPO in final metrics but still far better than
baselines. Notably, A3C’s ability to handle multiple traffic classes (each agent focusing on a subset of flows)
could be an advantage. We also observed that A3C’s training was more sensitive to the reward scaling and
discount factor, requiring tuning for convergence.

In terms of applicability, DRL requires an initial training phase, which may be done offline on historical
data or using simulations. In a live network, an initially untrained agent could harm performance, so safe
exploration is a concern. Techniques like reward shaping or conservative warm-start policies may be
needed. Additionally, DRL decisions involve computational overhead. While inference (path selection) is
fast on modern hardware, retraining on-the-fly to adapt to new patterns (online learning) will consume
resources. Nevertheless, our results show that once trained, DRL agents can make real-time routing
decisions using current network states. For instance, the PPO agent was able to adjust to sudden link failures
by rerouting flows within milliseconds of detection.

From a metrics perspective, latency and packet loss improvements are most salient for user experience. Our
PPO agent reduced loss by ~0.7 percentage points compared to SP, which, although small in absolute terms,
corresponds to a ~40% relative reduction. In a QoS-guaranteed network, that could allow higher utilization
before dropping reliability guarantees. Importantly, these results hold without sacrificing fairness — our
routing policies did not starve any single flow. Some caution: our simulation used idealized traffic (no cross-
traffic interference), so real networks may have additional noise.

Finally, we critically note that most DRL research (including ours) uses simulated or controlled testbeds. In
production, issues like delayed or partial state information, non-stationarity, and the scale of real SDN
deployments pose challenges. Transfer learning could mitigate this by training agents on one network and
fine-tuning on another. For example, an agent trained on a campus network might quickly adapt to a data
center. Similarly, online learning (continual adaptation) is needed to cope with slow changes in traffic
patterns. We expect multi-agent DRL to be particularly relevant: as shown by Dake et al., MARL (e.g.
MADDPG) can handle very large [oT/SDN networks by decomposing the problem among controllers.
Multi-agent setups also naturally map to multi-domain or hierarchical SDN architectures. Future systems
might combine agents at different levels (switch, controller, network) to coordinate.
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Conclusion and Future Work

This paper investigated how DRL can optimize traffic flow in SDN. Using simulated experiments, we
showed that DRL agents (DQN, A3C, PPO) significantly outperform traditional routing methods in terms
of latency, throughput, and packet loss. PPO provided the best overall performance and learning stability,
while A3C’s parallelism offers faster training and potential for distributed control. We provided
pseudocode, tables, and detailed comparisons to illustrate each model’s behavior. Our analysis highlights
that DRL is a viable approach for real-world SDN traffic management, given the right training and reward
design.

Looking forward, integrating transfer learning into this framework could accelerate deployment in new
networks by reusing knowledge across topologies. Online or continual learning methods would allow the
controller to adapt to evolving traffic or topology without retraining from scratch. Multi-agent
reinforcement learning (MARL) is another promising direction: coordinating multiple DRL controllers
could improve scalability and robustness, as suggested by recent works. For example, one could assign an
agent per flow class or per network segment, using mechanisms like multi-agent PPO or MADDPG to
handle coordination. Additionally, exploring model-based RL or hybrid ML-optimization approaches might
reduce training overhead. Finally, integrating safe learning and explainability will be important for operator
trust. In summary, this work demonstrates DRL’s strengths and limitations in SDN TE, and we advocate
further research into transfer learning, online adaptation, and multi-agent architectures to bring DRL closer
to production networking environments.
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Abstract: In this article, we present a simple and less hazardous route for the synthesis of CdS
nanoparticles. We use the coprecipitation method for the synthesis of CdS nanoparticles, and obtain
nanoparticles by calcination at 400°C. The synthesized CdS nanoparticles were characterized by optical
microscopy and X-ray diffraction. The uniqueness of hexagonal (Wurtzite) CdS was revealed by X-ray
diffraction peaks. The article also presents a study of the optical and electrical properties of polymer
suspensions containing carbon nanotubes and composites based on them. These suspensions were also
used to obtain composite thin films. Carbon nanotubes are of great interest in science and technology
due to the combination of outstanding mechanical and electrical properties, extremely large interfacial
contact area, high aspect ratio and low mass density. The use of nanotube concentrations as fillers in
various composites, even less than 1 wt.%, has a significant impact on the optoelectronic properties of
the final devices, making their use in nanoelectronics applications promising.

Keywords: nanoparticles, hexagonal, diffraction, coprecipitation, polymer suspensions
INTRODUCTION

“Nanotechnology is the design, characterization, fabrication, and application of various structures, devices,
and systems by controlling their shape and dimensions at the nanometer scale” [1]. Nanotechnology is an
emerging field due to its wide applicability and practicality. Nanotechnology is the scientific convergence
of physics, biology, chemistry, nanotechnology, and nanotechnology. Nanoparticles present at the nanoscale
have a high surface-to-volume ratio, exhibit good optical, electrical, and chemical properties due to the high
surface-to-volume ratio, and good mechanical stability. Nanoparticles are very important and useful
because they are a new property obtained at the nanoscale compared to bulk materials. We can build special
nanostructures and devices for controlled functions at the atomic and molecular levels. They attract several
researchers due to their potential applications in biomedical, optical, and electronic fields. Cadmium is an
inorganic compound of sulfur with the formula CdSe. It is classified as an n-type II-VI semiconductor.
Nanoparticles made from CdS with dimensions below 10 nm exhibit a property known as quantum
confinement. Quantum confinement results in the confinement of electrons in the material to a very small
volume. The quantum confinement is size-dependent, meaning that the properties of CdSe nanoparticles
can be tuned according to their size.[2] The three crystal structures of CdS are wurtzite (hexagonal),
sphalerite (cubic), and rock salt (cubic). The transition begins at about 130 °C and is complete at 700 °C
within a day. The rock-salt structure is only observed under high pressure.[3] CdS nanoparticles are used
in many applications such as solar cells, thin films, photoresistors, light-emitting diodes, biofluorescent
labeling, etc. Cadmium selenide nanoparticles are synthesized by several researchers using various methods
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such as sol-gel method, hydrothermal method. Now, in this work, CdS nanoparticles were prepared by co-
deposition method and the nanoparticles were characterized by Optical Microscopy and XRD (X-ray
diffraction). Various other methods have been used to prepare CdS nanoparticles, but these traditional
methods usually produce large particles, irregular dimensions and low specific surface area. Nanoscale
structures based on two-dimensional materials are widely used as a component of the elemental basis of
nanoelectronics, optoelectronics and photonics [1-5]. The properties of these materials meet the criteria
dictated by certain applied problems [4-5]. Some of the most promising two-dimensional materials for the
fabrication of optoelectronic and nanophotonic devices are colloidal semiconductor nanocrystals [6,7], two-
dimensional materials based on graphene and carbon nanotubes, chalcogenides and dichalcogenides of
transition metals, as well as compounds of various metals. From the point of view of developing universal
materials for flexible transparent electronics and nanophotonics, it is an important task to obtain effective
analogues of widely used materials such as indium tin oxide with excellent optical properties and electrical
conductivity. Due to the limitations dictated by the crystal structure, this material cannot be used in flexible
applications. At the same time, the use of new two-dimensional materials such as graphene and carbon
nanotubes opens up wide opportunities for obtaining flexible structures with good electro-optical properties
on their basis. The optical properties and electrical conductivity of thin composite films based on carbon
nanotubes depend on the mass of nanotubes in the composite, the thickness and morphology of the obtained
thin films.

Methods of Materials and Studies

The starting materials used in the coprecipitation method were cadmium oxide (CdO), sulfur dioxide (SO2),
ammonia (NH3), and thioglycerol as a cap. In this work, CdS nanoparticles were prepared by
coprecipitation method. In this process, CdS nanoparticles were prepared by dissolving CdO and SO2 in a
2:1 ratio. The solution was prepared by dissolving 0.66 g of CdO and 1.1096 g of SO2 in 10 ml of distilled
water. This solution was taken in a 100 ml beaker and kept above a magnet and allowed to stir again at 350-
400 rpm for 2 h at room temperature. Then, two drops of thioglycerol were added to the solution,
thioglycerol acts as a cap to keep the formed nanoparticles in nanoscale. Now, ammonia was slowly added
to it dropwise using continuous stirring. Add ammonia until the pH reaches 11 and keep it at this pH only.
The whole process is carried out under continuous stirring conditions. After the addition of ammonia, a
mixed precipitate was formed which was allowed to stir for 2 hours. The CdS is placed at the bottom of the
beaker. Then the beaker is carefully separated. The entire precipitate is washed thoroughly with double
distilled water so that the precipitate is free from impurities or foreign elements. Finally, the precipitate is
mixed in a centrifuge machine for 5 minutes. Place the sample in a hot air oven at 50°C for 3 hours for
complete drying. Now the CdS sample is dried and the sample is ground with a mortar. CdS nanoparticles
were obtained by a controlled calcination process using a muffle furnace at 400°C for 15 hours. If we
increase the calcination time, we will obtain very fine nanoparticles.

Figure 1. CdS nanoparticles
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Figure 2. Image without CdS nanoparticles Optical Microscope

CdS nanoparticles were characterized by optical microscopy and X-rays
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Figure 3. Powder X-ray diffraction (XRD) patterns of CdS nanoparticles.

The synthesized CdS sample is shown in Figure 1. The positions of several diffraction peaks shown in the
XRD data analysis (Table 1) are in good agreement with the standard powder diffraction data (a = 4.299 A
and ¢ = 7.010 A). The diffraction of several peaks of CdS nanoparticles is obtained by (002), (101), (102),
(103), (202), (211), (114) hexagonal (Wurtzite) planes of CdS, which shows a very good similarity with the
hexagonal (P6mc) structure of the Joint Committee on Powder Diffraction Standards (JCPDSpdf #77.2307)
(a=4.299 A and ¢ = 7.010 A are also observed in other samples). pattern. Pure and single-phase CdS has
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Crystalline 260(observed) 20(reference)
Phase
CdS 25.3361(002) 25.391(002)
CdS 27.1345(101) 27.097(101)
CdS 35.1772(102) 35.136(102)
CdS 45.8176(103) 45.810(103)
CdS 55.8585(202) 55.879(202)
CdS 67.8477(211) 67.880(211)
CdS 69.0965(114) 69.099(114)

Tablel. d(observed)and2é(reference)value of CdS nanoparticles
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Crystalline Phase (A)(observed) Lattice parameters

(A8

a=4.2914 a=4.299

c=7.0014 c=7.010

CdsS - -

CdS - -

CdsS - -

CdS - -

CdsS - -

CdsS - -

Table2. Reference and observed lattice parameters of CdS nanoparticles.

Composites combining carbon nanotubes and glass microfibers have been proposed and studied. The
conductivity of the composites is influenced by the structure of the base - the fibrous matrix. The leakage
limit of such structures can be significantly lower than that of traditional polymer composites based on
carbon nanotubes. The percolation theory predicts the following dependence of the electrical
conductivity of the composite on the filler content: o = 00-(¢p —¢pc)t. It has been shown that changing
the composition of the polymer matrix results in higher changes in the conductivity of the composite
than on the filler. This can be explained by the very strong dependence of the tunneling between carbon
nanotubes. Two types of composites were prepared (Fig. 4 (a, b)). The first type of composite depends
on the glass fiber (glass fiber composite) containing 0.06 — 1.1 wt. % of carbon nanotubes (Fig. 5 (a)).
The second type of composite is a mixed cellulose ether (cellulose composite) with carbon nanotubes,
with pore sizes of 0.45 um, in the range of 0.1-10 wt. % (Figure 4 (b)). Impedance spectroscopy was
used to assess the contribution of conductive mechanisms within and between carbon nanotubes in the
nanocomposites.

200 M;M

Figure 4. — SEM image of composite I with 0.11 wt. % carbon nanotubes (a); SEM image of composite
— I with 5 wt. % carbon nanotubes
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Figure 5. — Dependences of the specific resistance within carbon nanotubes (s — circles) and between
carbon nanotubes (p — triangles) on the carbon nanotube content in glass fiber (a) and cellulose
composites (b); Dependences of the direct current conductivity on the carbon nanotube content in glass

fiber (c) and cellulose composites (d) are presented as a log-log plot and the results of the corresponding
mathematical approximation (linear line).

The impedance spectra of all samples were simulated using an equivalent circuit consisting of a parallel-
connected resistor R1 and a series-connected resistor R2 and a fixed phase element [18]. Experimental
data and the corresponding approximation results are presented in Figure 5 (c, d). The leakage limit ps
values found for these fittings are 0.04 wt% (composite I) and 0.2 wt% (composite II), respectively.
When calculating these values, tunneling through potential barriers between carbon nanotubes was not
taken into account. The optical and electrical properties of a third type of composite based on suspensions
of carbon nanotubes with a polymer-stabilized polyarylate (polyarylate composite) are shown. The
possibilities of using polymer glass fiber and cellulose composites for the creation of a prototype of a
gas-sensitive sensor are discussed here.

Ozonation process uV-light
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Figure 6. — Diagram of the ozonation process (left); On the right - microphotographs taken using a scanning
electron microscope and an atomic force microscope.
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In addition, the study presents experimental studies of other two-dimensional materials and metal oxide
complexes. One of the sections is devoted to the problem of preserving optoelectronic properties by creating
a protective composite oxide layer of CuO using the UV ozonation method (Fig. 6). Along with plasmonic
materials such as gold and silver, copper also has excellent optical properties. Compared to gold, copper is
more accessible and has lower optical losses in the visible and near-IR ranges. Under normal conditions,
under the influence of the external environment, copper oxidizes, mainly forming Cu20 oxide on its surface
and, to a lesser extent, CuO oxide. To use copper for plasmonic applications, its surface can be protected in
several ways, using a protective coating consisting of SiO2, A1203 or graphene [19]. The article presents a
new, technically simple UV ozonation method that allows to quickly obtain a thin CuO oxide layer on the
surface of the copper layer, which effectively protects the copper from further degradation. Copper films
with a thickness of 25 nm were formed by electron beam evaporation, and then the samples were exposed
to UV ozonation for different time intervals (10, 20, 30, 40 and 120 min). The obtained results of
ellipsometric measurements (Fig. 7 (a)), AFM (Fig. 6 — right) and XPS analysis (Fig. 7 (b)) showed a
significant difference in copper oxidation under ambient conditions and with UV ozonation. For films
oxidized in the ambient atmosphere, Cu20 predominates with or without a small amount of CuQ; for copper
films treated with UV-ozone, oxidation occurs mainly due to the formation of CuO. The thickness of the
formed oxide was estimated (3-4 nm). Since the CuO layer effectively protects copper from oxidation, UV
ozonation is a simpler and cheaper solution to preserve the functional properties of copper.
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Figure 7— Dynamics of oxide growth on the surface of a copper layer obtained as a result of processing
data from ellipsometric measurements using the Drude mathematical model — (a); XPS analysis of samples
before and after UV ozonation — (b).

CONCLUSION

In this article, we present a simple and less hazardous route for the synthesis of CdS nanoparticles. We use
the coprecipitation method for the synthesis of CdS nanoparticles, obtaining nanoparticles by performing a
calcination process at 400°C. The synthesized CdS nanoparticles were characterized by optical microscopy
and X-ray diffraction. The uniqueness of hexagonal (Wurtzite) CdS was revealed by X-ray diffraction
peaks. A conductive composite was prepared based on a polymer conductive suspension of semiconducting
carbon nanotubes (20 wt%) stabilized with a tetrachloroethane-polyarylate solution. For the first time,
transparent (~ 80% in the wavelength range of 400-900 nm) thin (less than 1 pm) thin films with a sheet
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resistance of 120 Ohm/nm were obtained based on a polyarylate composite. The introduction of a new
tetrachloroethane-polyacrylate stabilizer and the use of 2D/3D printing methods (without the use of fibrous
matrices) made it possible to obtain mechanically strong, flexible, transparent conductors that are more
commercially viable analogues of crystalline indium tin oxide. An important result is the demonstration of
the formation of a protective thin-film oxide layer of CuO on the surface of copper layers using the UV
ozonation method for nanophotonic applications. Organic composites of the functional layers of paintings
were studied using Raman spectroscopy. A method for preparing composite microsections based on paint
samples from colored canvases was developed and improved. The potential of a new scientific method for
determining the elemental and structural composition of composites is confirmed by the qualitative results
of micro spectral analysis of functional composite layers of paintings.
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